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Abstract

This paper presents an analytical treatment of economic systems with an arbitrary number of agents
that keeps track of the systems’ interactions and agents’ complexity. This formalism does not seek to
aggregate agents. It rather replaces the standard optimization approach by a probabilistic description of
both the entire system and agents’ behaviors. This is done in two distinct steps.

A first step considers an interacting system involving an arbitrary number of agents, where each
agent’s utility function is subject to unpredictable shocks. In such a setting, individual optimization
problems need not be resolved. Each agent is described by a time-dependent probability distribution
centered around his utility optimum. The entire system of agents is thus defined by a composite prob-
ability depending on time, agents’ interactions and forward-looking behaviors. This dynamic system is
described by a path integral formalism in an abstract space — the space of the agents’ actions — and is
very similar to a statistical physics or quantum mechanics system. We show that this description, applied
to the space of agents’ actions, reduces to the usual optimization results in simple cases.

Compared to a standard optimization, such a description markedly eases the treatment of systems
with small number of agents. It becomes however useless for a large number of agents. In a second step
therefore, we show that for a large number of agents, the previous description is equivalent to a more
compact description in terms of field theory. This yields an analytical though approximate treatment
of the system. This field theory does not model the aggregation of a microeconomic system in the
usual sense. It rather describes an environment of a large number of interacting agents. From this
description, various phases or equilibria may be retrieved, along with individual agents’ behaviors and
their interactions with the environment.

For illustrative purposes, this paper studies a Business Cycle model with a large number of agents.
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Introduction

In many instances, representative agent models have proven unrealistic, lacking both the collective and
emerging effects stemming from agents’ interactions. Complex systems, Networks, Agent Based Systems
or Econophysics are among the various paths that have been explored to remedy these pitfalls. However
Agent Based and Networks Models rely on numerical simulations and may lack microeconomic foundations.
Econophysics builds on statistical facts and empirical aggregate rules to derive macroeconomic laws. These
laws are prone, like ad-hoc macroeconomics, to the Lucas critique (see Lucas 1976). The gap between
microeconomic foundations and multi-agent systems remains.

The present paper attempts to fill this gap by adapting statistical physics methods to describe multiple
interacting agents. It is an introduction to the method developped in (Gosselin, Lotz, Wambst 2017),
illustrated by a basic economic application to a Business Cycle model. Our setup models individual, i.e.
micro interactions in a context of statistical uncertainty, to recover a global, macroeconomic description
of the system. This approach allows an analytical treatment of a broad class of economic models with an
arbitrary number of agents, while keeping track of the system’s interactions and complexity at the individual
level. It is at the crossroads of statistical physics and economics: it preserves the microeconomic concepts
of standard economic models to describe fully or partly rational agents, while enabling the study of the
transition from individual to collective scale given by statistical physics.

Are microeconomic concepts still relevant at the statistical system - macro - level? Some microscopic
features are known to fade away at large scales, whereas others become predominant. The relevance - or
irrelevance in the physical sense - of some micro interactions when moving to a macro scale could indirectly
shed some light on the change of scale in economics. Our work is a first attempt to address these questions.

Translating standard economic models into statistical ones requires a statistical field formalism. Such a
formalism partly differs from those used for physical systems. The field formalism presented in this paper
keeps track of the individual behaviors shaping the field theoretic description, as well as the results at the
macro scale. The field description, in turn, describes the impact of the macroeconomic environment on
individual behaviors.

The statistical approach of economic systems presented here is a two-step process. In a first step, the
usual model of optimizing agents is replaced by a probabilistic description of the system. In an interacting
system involving an arbitrary number of agents, each agent is described by an intertemporal utility function
depending on an arbitrary number of variables. However each agent’s utility function is subject to unpre-
dictable shocks. In such a setting, individual optimization problems are discarded. Each agent is described
by a time-dependent probability distribution centered around this agent’s utility optimum. Unpredictable
shocks deviate each agent from his optimal action, depending on each individual shock variance. When these
variances are null, standard optimization results are recovered. This so to speak blurred behavior can be
justified by the inherent complexity of agents: each period, their goals and behavior can be modified by some
internal, unobservable and individual shocks.

This setup is a path integral formalism in the abstract space of agents’ actions. It is actually very
similar to the statistical physics or quantum mechanics systems. This description is a good approximation of
standard descriptions and allows to solve otherwise intractable problems. Compared to standard optimization
techniques, such a description markedly eases the treatment of systems with a small number of agents.
Working with a probability distribution is often easier than solving optimization equations. This approach
is thus consistent and useful in itself. It provides an alternative to the standard modeling in the case of
a small number of interacting agents. The average dynamics recovered is close and at times identical to
the standard approach. It also allows to study the set of agents’ dynamics and its fluctuations under some
external shocks.

This formalism, useful for small sets, becomes intractable for a large number of agents. It is nonetheless
conveniently and classicaly modified using methods of statistical field theory (Kleinert 1989), into another
and more efficient description directly grounded on our initial path integral formalism. In a second step,
therefore, the individual agents’ description is replaced by a model of field theory that replicates the properties
of the system when N, the number of agents, is large. This modeling, although approximate, is compact
enough to allow an analytical treatment of the system. A double transformation is thus performed with
respect to the usual optimization models. The optimization problem is first replaced by a statistical system
of N agents, that is then itself replaced by a specific field theory with a large number of degrees of freedom.



This field theory does not represent an aggregation of microeconomic systems in the usual sense. It rather
describes an environment of an infinite number of interacting agents, from which various phases or equilibria
may be retrieved, as well as the behaviors of the agents, and the way they are influenced by, or interact,
with their environment. This is the so-called ”phase transition” of field theory: the configuration of the
ground state represents an equilibrium for the whole set of agents, and shapes interactions and individual
dynamics. Depending on the parameters of the system, the form of the ground state may change drastically
the description at the individual level. It is thus possible to compare the particular features of the macro
state of a system and those of the individual level. As such, it may confirm or invalidate some aspects of the
representative agent models.

By several aspects, our work is related to the Multi-Agents System economic literature, notably Agent
Based Models (see Gaffard Napoletano 2012) and Economic Networks (Jackson 2010). Both rely on numerical
simulation of Multi-Agents System, but are often concerned with different types of model. Agent Based
Models deal with general macroeconomics models, whereas Network Models rather deal with lower scale
models, such as Contract Theory, Behavior Diffusion, Information Sharing or Learning. In both type of
settings, agents are typically defined by, and follow, various set of rules. These rules allow for equilibria and
dynamics that would otherwise remain inaccessible to the representative agent setup.

The Agent-Based approach is similar to ours in that it does not seek to aggregate all agents, but considers
the interacting system in itself. It is however highly numerical, model-dependent, and relies on microeconomic
relations, such as ad-hoc reaction functions, that may be too simplistic. On the contrary, Statistical Field
Theory accounts for the transition between scales. Macroeconomic patterns do not emerge from the sole
dynamics of a large set of agents, but are grounded on particular behaviors and interactions structures.
Describing these structures in terms of Field Theory allows the study the emergence of a particular phase
at the macro scale, and in turn its impact at the individual level.

Econophysics is closer to our approach (for a review, see Chakraborti, Muni Toke, Patriarca and Abergel
(2011a) and (2011b) and references therein). It often considers the set of agents as a statistical system.
Moreover, Kleinert (2009) has already used path integrals to model the stock prices’ dynamics. However,
Econophysics does not fully apply the potentiality of Field Theory to economic systems and rather focuses on
empirical laws. But the absence of microfoundations casts some doubts on the robustness of these observed
empirical laws. Our approach, in contrast, keeps track of usual microeconomics concepts such as utility
functions, expectations, forward looking behaviors. It includes these behaviors in the analytical treatment
of Multi-Agents Systems by translating the main characteristics of a system of optimizing agents in terms
of a statistical system.

To sum up, the advantages of statistical field theories are threefold. They allow, at least approximatively,
to deal analytically with systems with large degrees of freedom, without reducing them to mere aggregates.
They reveal features otherwise hidden in an aggregate context. Actually, they allow switching from micro
to macro description, and vice-versa, and to interpret one scale in the light of the other. Moreover, and
relevantly for economic systems, these model may exhibit phase transition. Depending on the parameters of
the model, the system may experience structural changes in behaviors, at the individual and collective scale.
In that, they allow to consider the question of multiple equilibria in economics.

The first section presents a probabilistic formalism for a system with IV identical economic agents,
interacting through mutual constraints. Section two introduces and discusses the associated field formalism
for a large number of agents. In section three, we present an application of this formalism to a business cycle
model. Section four concludes.

1 A probabilistic description of economic agents in interaction

This section presents a probabilistic formalism for a system with N identical economic agents in interaction.
Agents are described by intertemporal utility functions, but do not optimize these utilities. Instead, each
agent chooses for his action a path randomly distributed around the optimal path. The agent’s behavior can
be described as a weight that is an exponential of the intertemporal utility, that concentrates the probability
around the optimal path. This feature models some internal uncertainty as well as non-measurable shocks.
Gathering all agents, it yields a probabilistic description of the system in terms of a probabilistic weight. This
weight includes utility functions and internalizes forward-looking behaviors, such as intertemporal budget



constraint and interactions among agents. These interactions may for instance arise through constraints,
since revenue flows depend on other agents demand. The probabilist description then allows to compute the
transition functions of the system, and in turn compute the probability for a system to evolve from an initial
state to a final state within a given time span. They have the form of Euclidean path integrals.

For the sake of clarity, the description in terms of probabilistic representation is first explained discarding
constraints. This modelization, however suitable for simple models, would be a limitation for most economic
models in which constraints are relevant. So that these constraints will be considered in a second step.
In a third step, we will show that the interactions between agents are best described in terms of mutual
constraints. We end the section by discussing the transition functions associated with a system for a large
number of economic agents, and the transition to the field formalism.

1.1 Principles

To keep track of the agents’ main microeconomic features, several conditions must be satisfied. First, opti-
mization equations should, at least in some basic cases and in average, be recovered. Second, this probabilistic
description should account for the agents’ individual characteristics, such as constraints, interactions and
forward-looking behavior.

The probabilistic description presented here involves a probability density for the state of the system at
each period ¢. In a system composed of N agents, each defined by a vector of action X; (¢).

Notation 1 We denote X (t) the concatenation (X; (t),..., Xn(t)) of the action vectors.

Notation 2 We denote X = (X (0),...,X (T)) the concatenation of these vectors over the entire timespan,
where T' is the time horizon.

We define a probability density P (X (t)) for the set of actions X (¢) that describes the state of the system
at time t. Consider first the intertemporal utility of an agent 4:

U =3 g, (Xi(t+n), X (t+n—1))
n=0
where ugﬂn is the instantaneous utility at time ¢ + n. In the optimization setup, X; (t + n) is the agent i
control variable, the variables (X (t +n —1)),, are the actions of the other agents, and (X; (t +n —1))
are the actions of the set of all agents.

The above utility can encompass any quantity optimized, such as the production or utility functions of
consumer/producer models. It may also describe the interaction of several substructures within an individual
agent (see Gosselin Lotz Wambst 2018, and previous formulations in 2013, 2015), or the motion mechanisms
(decision and control) in the neurosciences literature.

We assume that agent ¢ has no information about others (see Gosselin Lotz Wambst 2018). Their actions

are perceived as random shocks by agent ¢. Rather than optimizing Ut(i) on X; (t), we postulate that agent i
will choose an action X; (¢) and a plan, updated every period, X; (¢ + n), n > 0, for its future actions. This
plan follows a conditional probabilistic law proportional to:

eXp(Ut())—eXp ZB ut+n (Xit+n),X(t+n-1)) (1)

n>=0 i

This is a probabilistic law for X; (¢) and the plan X; (¢t +n) when n > 0. It is conditional on the action
variables X (t + n — 1), perceived as exogenous by agent i. The uncertainty about agent ¢ behavior, or the
variability of agents actions, is denoted o?2.

Remark that, for a usual convex utility with a maximum, the closest the choices of the X; (¢ +n) to Ut(z)
optimum, the higher the probability associated to X; (t + n). When o2 — 0, the agent’s action is optimal.
Our choice of utility is therefore coherent with a probability peaked around the optimization optimum. It is
thus different from the usual description in terms of optimal path of actions, but encompasses this approach
in average.



This probabilistic description is simplified for non-strategic agents with no information about others. The
agent considers the variables X (t + n) as random noises and integrate them out. The probability for X; (t)
and X; (t +n), n > 0 will then be:

/exp (Ut@) exp< i i ) TTITdx; (s

J jFi s>t

2
Here, exp (7 X 25)) is the subjective weight attributed by ¢ to the X; (s). In general if no information is

available to agent i, we can assume that o7 — oo and exp (_ijgs)> — 0 (X, (s)), where § (X (s)) is the

Dirac delta function, i.e. a function that is peaked on 0, and null everywhere else. As a consequence, as long
as no further information is available, other agents may be considered as random perturbations : agent i set

their future actions to 0, discarding them from his planning.

When there are no constraint and no inertia in ugi), i.e. when ugi) solely depends on X, (¢t) and
other agents’ previous actions (X (t —1)),,;, periods are independent. Actually, action X;(s) at times
s > t are independent of X; (¢). Consequently, exp (Ut(i)) is a product of independent terms of the kind
exp (ﬂ"an (X;i(t+n),X(t+n— 1))) The X; (s) can thus be integrated out, and the probability associ-
ated to the action X; (¢) is then:

/ /exp (Ut(i)) exp( (s ) HHdX HdX ) o exp (ugl) (X; (t) 72X (t— 1)))

JF#i s>t s>t

or in term of conditional probabilities:

(@) (x. _
exp (u (X)X (0 1>>>

i

g (2)

P(Xi(t) [(X(t-1)) =
where the normalization factor is defined by:

Ni= / exp (ug” (Xi (t), X (t— 1))) dX; () (3)

From now on, the normalization factor will be skipped, and reintroduced if needed. Formula (2) shows
that each agent is described by his instantaneous utility. The lack of information induces a short sighted
behavior: in absence of any period overlap, i.e. without any constraint, the behavior of agent i is described
by a random distribution peaked around the optimum of u,(f) (X; (t),X (t — 1)) which models exactly the
optimal behavior of an agent influenced by individual random shocks.

As a consequence, gathering all N agents, the full system X (), is described by a probability weight at

each time ¢: 0
Y(X (1), X (-1
Hexp(ut (X:(0). X ¢ )))
i i

K2

for any (X (t —1)). Assuming that 0? = o2 for each agent, a particular path for the whole system X,
is defined by the probabililty, up to the normalization factors:

u (X, _
X)—HHeXp< : (Xl(t)U;X(t 1))> (4

1.2 Introducing constraints

~—

Let us now consider the introduction of constraints, in an exact way for simple cases, or as first approximation
in the general case. To do so, we have two distinguish two types of constraints.



1.2.1 Instantaneous constraints

We define an instantaneous constraint as a dynamic identity between the control variables of the system.
A standard example is the dynamic for capital accumulation of a single producer/consumer:

Ki(t+1)—(1-90)K;(t)=Yi(t) - Ci (t) + € (1) (5)

where Cy is the consumption, ¢ the depreciation rate, €; (t) a gaussian random shock centered around 0
and of variance n?, and Y; = F (K;) the revenue. The function F may depend on other variables, such
as technology, that themselves depend on the environment provided by other agents. We can generalize
equation (5) for an arbitrary action variable vector X (t) :

Xi(t+1)— X, (t) — H(X; (), X (t—1)) = & (1)

for some function H. The inclusion of this constraint in our probabilistic description is straightforward.
If we assume that ¢; (¢) is independent from any of the variables, the density of probability for the system
(2) is modified by the adjunction of a gaussian term:

W (X _ (X () , 12
P(Xi(t)ux(t_l))):exp(t (@), X 1>>>exp< (X (t4+1) = X (1) n2H<X1<t>,X<t 1))))
(6)

Summing over agents and periods yields a statistical weight for a path X of the system:

W9 (X _ , — X, (t) — : —1))?
P(X)=exp [ SO (X (t), X (t—1)) exp _Z(X,,(tﬂ) X;(t) - H(X; (t),X (t—1)))

2 2
o
it it n

(7)

In continuous time, an integral replaces the sum over ¢ and formula (15) becomes:
Px)— ! (X (1), X (1 -1) 1 d e moe ) a
(X) = exp Z 72 t | exp —?Ei: @ i) —H(Xi(t) ) dt) (8)

1.2.2 Intertemporal constraints

We will first consider an economic agent optimizing a quadratic utility under some budget constraint. We will
then extend the result to N agents with quadratic utilities under linear arbitrary constraints. Finally, we
will consider the general case of arbitrary utility.

Consider the quadratic utility of an agent whose action vector X; (¢) is his sole consumption. His utility
reduces to:

ut (X (), X (t — 1)) = u (Ci (1)) (9)

His current account intertemporal constraint is of the form:

Ci(t)=Bi(t)+Yi(t) = Bi (t+ 1) (10)

where Y; (t) is first considered as an exogenous random variable, such as revenue in standard optimization
models. The state variable B; (t) represents the usual Treasury Bond. Both the interest rate r and the
discount factor /3 are discarded here for the sake of simplicity. They can be reintroduced when needed (see
Gosselin Lotz Wambst 2017). We do this explicitly for the interest rate in our example in section 3.

If we were to keep the state variable B; (t) in our description, we could consider (10) as an instantaneous
constraint similar to (5). However, we will rather replace the state variable B; (t) and describe the system in
terms of the usual control variable C; (¢). This is in line with the usual models with intertemporal constraint

such as:
D Yi(t)-> Ci(t)=0
t>0 t>0

The usual consumption smoothing is imposed through the Euler equation. However, in our formalism, both
these elements will appear in a probabilistic form.



Successive periods are interconnected through the constraint. When C; (¢) is replaced by the state variable
B (t), the intertemporal probability weight (1) becomes:

exp ( —|—Z i (t+n )) (11)

n>0

= exp(u(Bi(t)-l—Yi(t) D+ 1) + > u (B (t+n) + Y (t+n) — Bi(t—i—n—i-l)))
n>0

This measures the probability for a choice C; (t) and C; (t + n), n = 1...T. Alternately it is the probability
for the state variable B; to follow a path B; (t + n), n > 0 starting from B (t),. The time horizon 7" represents
the expected remaining duration at time ¢ of the interaction process’. It should depend decreasingly on ¢,
but, for the sake of simplicity, it is assumed to follow a random poisson process. As a consequence, the mean
expected duration will be a constant written T, irrespective of t. Integrating over the B; (t + n) with n > 2,
yields a transition probability between B; (t) and B; (t + 1) written P (B; (t), B; (t + 1)), the probability to
reach B; (t + 1) given B; (t). It is equal to:

P(B;(t),Bi(t+1)) /HdBt-Hexp( () +Yi(t) - Ci(t+ 1)) —I—Z i (t+n) —|—Y(+n)—C’i(t+n+1))>
n>0
Computing P (B; (t), B; (t + 1)) rather than the transition function for C; (t) does not change our approach. It
merely requires that it be applied to the state variable B; (¢) rather than to the control variable C; (t). In this
case, due to the overlapping nature of state variables, the probability transition P (B; (t), B; (t + 1)) now measures
a probability involving two successive periods, so that the probability for the path C; (t +n), n > 0 has to be rebuilt
from the data P (B; (t), B; (t + 1)).

Consider a quadratic utility function of the form w (C; (t)) = —a (Ci (t) — C’)Q with objective C or, should it be
non quadratic, its second order approximation. Rescale it for the sake of simplicity as —a (C; (t) — C’)Q — —C% ().
The constant C can be reintroduced at the end of the computation. We assume for now that o2 = 1. The transition
probability between two consecutive state variables thus becomes:

P(B.(1).Bi(t+1) = /[meﬂnm@< D+ u( t+n>

= /HdBi (t 4+ n)exp ( (Ci (t)fC_')2fZ(C’i (t+n)C_’)2>

The successive integrals can be performed using the budget constraint (10). We find:

2
1
P (B;(t),Bi (t+1)) = exp (— (Bi (1) +Yi(t) = Bi(t+1) = C)* - 7 ( t+1)+ > (Yi(t+n) c)) )
n>0
where the transversality condition B; (t) — 0 as t — T has been imposed. Recall that the number of periods T is the
expected mean process duration. Appendix 1 shows how to recover the transition probability for C; (¢) by integrating
over B; (t) and B; (t + 1), under the condition that the revenue Y; (t + n) is centered on Y with variance 6%, Defining
the centered variables: B
C; (t) =C; (t) -Y
and: A ~
Vi) =i -
the statistical weight for the consumption path C; becomes in first approximation for 7' large:
N R 2
: T » (S - XL G)
P (ci (t)) —exp [~ (ci (t) - Ci (t + 1)) - e (12)

t=1

Equation (12) modifies (4) when agents are facing some constraints.

We can generalize (12) for any system with a constraint similar to (10), by coming back to the notation X; (t)
for a general action variable and by assuming that individual utilities have a quadratic approximation around some
reference value Xjy:

ul” (X (t), X (t — 1)) ~ Constant + ( (1)) (Xo)Xi (t) — Xo)?



Assuming an intertemporal constraint of the form:
S hm= Y X (13)

for some exogenous flow variable SA/TH, the individual weight for an individual path X; becomes (after normalizing

. 1"
(u,ﬁ')) (Xo) = —1, and reintroducing the variance o?) :

(1) — X; 2 Zogthf/i(t)—ZogthXi(t) ’
PSP IS e ACES A(ES)) ( . ) ”

o
0<t<T

This yields the global weight for a path X of the system when an intertemporal constraint is considered:

(Xi() - Xi(t+1)° > (Zo@gﬁ () = Xocecr Xi (t))

P(X)=exp| — Z p Iz

1,0<t<T 1,0<t<T

If we consider a continuous time, an integral replaces the sum over ¢ and formula (15) becomes:

P(X)=exp | -3 | 2 /OT ( %, (9)2 dt + (a0~ Jy v, ) (16)

o2 dt 62

Equations (15) and (16) describe the statistical weight associated to a path for a system with intertemporal constraint.

Gosselin, Lotz and Wambst (2018) shows that non-quadratic corrections to the utility can be considered by adding
terms of the form Vi (X; (¢)) to the weights (15) and (16). In continuous time, this yields:

P(X)=exp |- /OT ( ; /OT ( X <t>)2 + Vi (X <t>>) o O A0 10) (17)

o2 dt 62

Ultimately, we can directly generalize (17) when the revenue Y; (t) is itself a function of the variables of the system.

This will be the case in section 3, when considering a Business Cycle model. Assuming the form Y; (£) = F (X; (t)),
yields:

) — exp | - Z /OT ( 1 /OT < d X (t))2 VK (t))) it (fo dtF (X; (t)) — fo dtX; (t)) (18)

o2 dt 02

2

1.2.3 Interdependent constraints

The above computations were performed under the assumption that the constraint included some exogenous, i.e.
totally independent from other agents, variable Y; (t). However for a system of N agents, constraints are more likely
imposed on agents by the entire set of interacting agents. For example the variable Y; (¢) in the constraint (10)
represented the agent’s revenue. In a context of NV interacting agents, this variable depends on others’ activity. In our
simple model (9), it is on their consumption. In a system of consumer/producer, the others’ consumption generates
the flow of revenue Y; (t). In other word, agent ¢ revenue Y; (t) depends on other agents’ consumptions Cj (¢) - or
possibly C; (t — 1) if we assume a lag between agents actions and their effect. More generally, for a system with a large
number of agents, the revenue Y; (t), may depend on endogenous variables that can still be considered as exogenous
in agent i's perspective. Thus, our benchmark hypothesis in this section will be that agents are too numerous to be
manipulated by a single agent.

The previous procedures developed for the constraint of a single agent remain valid and can be generalized directly.
Again, we impose a constraint of the form (13) in continuous time:

/OTYi(t)dt:/OTXi(t)dt

for each agent. When the individual agent considers Y; (t) as exogenous, (16) applies. But, if Y; (t) depends endoge-
nously on other agents, (16) must be modified accordingly. Assume for example that Y; (t) = 3, o X (¢) for the



i-th agent. Appendix 1 shows that under some assumptions about 2 and o2, the last term in (16) for the i-th agent
can be replaced by:

Ui Jaxi@)’ _ 1 L[ [xx dsdt+92z [ [vae.x@asee a9)

for some constant v depending on the system, and with:

Va (Xi(s), X, (1) = (Z ajai - 2a;‘-> Xi (s) X; (t) (20)
k

7 / / X ( t) dsdt (21)

depends only on the individual agent 4. It is irrelevant in modeling the interactions between agents. Moreover,
(Gosselin, Lotz, Wambst 2017) shows that it can often be approximated by a term proportional to [ X; 2 (t)dsdt. It
can thus be included in the contribution Vi (X; (t)) of (17). As a result, equation (20) transcribes the constramts
in some non-local interactions between agents. Each agent’s constraint is shaped by the environment other agents
create. Equation (20) also accounts, when necessary, for some non-linear constraints V (X; (s), X, (¢)), where V is
an arbitrary function.

This discussion can be generalized straightforwardly to constraints involving up to k agents. In that case, any
interdependent intertemporal constraint, or any interaction between k agents is modeled by:

3 Z / / Vie (Xyy (s1) o SROICHFR. (22)

k>211,

The term:

The functions Vi, depend on the particular interactions to model. Section 3 details an example involving technology
and capital. Gathering the results of (17), (8) and (22) leads to the global statistical weight for the set of agents in
the continuous time version, including both instantaneous constraint (8), individual intertemporal constraint (17),
and intertemporal constraint (22):

P (X) =exp(—A; — Ay) (23)
with:
A = Z/T (;/OT (%Xi (t)>2+Vl(Xi(t))> dt+77122i:/0T (%Xi (t) — H (Xi (t)))th
A = Y Z / / Ve X ()t X (51) 4, g,

k>211,..

Contribution A; is the individual part of the statistical weight. It depends on individual agents. It includes a utility

with possible individual intertemporal constraint and instantaneous constraint. For the intertemporal part, we have

chosen (17). Contribution A2 models the agents’ interactions through a potential depending on several agents.
Remark that the term:

(fOT dsY; (s) — fOT dsX; (5))2
92

present in (17), has desappeared. It has been decomposed into an individual part, included in V4 (Xs(i)), and an
interaction part, included in As.

Finally, a slight generalization of (23) will later prove useful. Assuming the N agents have different lifespan T1,...,
T1, we define Pr, ..., (X) the probability for a path with variable individual lifespan by:

Pry..1 (X)=exp(—A] — A3) (24)
with:
A Z/T (;/OT (;txi(t))2+‘/1(x )dt+2/ ( H(Xi(t))>2dt
Ay, =N Z / / guacs )92 i (U)o s,

k=211,



1.3 Probability transition functions

Our formalism replaces the optimization problem with a probabilistic approach. It thus allows to compute the
probability transition functions (or transition functions in short) for the system between an initial and a final state.
To do so, we first define the paths with initial state X and final state X as the set of paths X such that X(0) = X
and X(T) = X. In formula (23), P (X) is the probability density for a given path X. We then define the probability
of transition between an initial state X, and a final state X of the system, as a sum of (23) over all paths. This
probability is computed as a multiple integral:

Pr(X,X) :/.../P(X)HHdXi (t) (25)

The integrand [], [T, dX; () can be understood as the sum over the paths X (¢) between X = X (0) and X = X (7).
A compact notation for this Path integral is [], ], dX; (t) =[], DX (see Peskin, Schroeder, 1995). Similarly, using

(24) we can define:
Pr,...m (X,Y) = /n-/PTl,.A.,Tl (X)HHdXi (t) (26)

for agents with variable lifespan.

However, the integrals in (25) and (26) are difficult to compute, particularly when the number of agents is large.
Moreover, the inclusion of non-local terms in (23) is another source of complexity. Techniques such as perturbation
expansions of the potential term in terms of Feynman graphs exist and may be used in some case. Nevertheless, for
a large number of agents another method exists, based on Statistical Field Theory. This formalism will consider a
set of an infinite number of agents and compute (25) for any number N of agents among this set. More precisely, we
will rather compute the Laplace transform of (26), defined by:

,,,,,

Ga (X,Y) = /T exp(—a (Tl + TN)) IJT1 T (X,Y) dTy..dTn (27)

Once (27) computed, the function Pr (K , Y) can be recovered, either analytically, through an inverse Laplace trans-
form, either numerically. However, the function G (K , Y) has an interest in itself. It represents a transition
probability for a variable lifespan between agents: the timespans T; are assumed to be a Poisson random process with

mean 1/a. As a consequence, Gq (K , 7) is the transition of probability for a system of agents with variable lifespan
T.

2 A field theoretic formulation for interactions between large num-
ber agents

When the present formalism is applied to a large number of agents, transition functions can be computed as the so-
called correlation functions of a field theory (see Kleinert 1989) whose action is directly derived from individual agents’
statistical weight defined in section 1. Starting from the expression (23) defining P (X)) for a system, a functional
of an abstract quantity, or "field”, is built, that will both keep the collective aspects of the system, and allow to
compute the transition functions of individual agents (27) defined in section 1. Field theory allows to inspect the
phases of the system, phases that describe the background in which individual agents evolve. Given the parameters
of the system, several phases may exist: the system may experience phase transition, switching from one type of
dynamic to another.

We can now explain how to associate a field representation to (23). The idea is the following. For a large number
of agents, the system described by (23), involves a large number of variables X (¢) that are dificult to handle. We
consider the space H of complex functions defined on the space of a single agent’s actions. The space H describes
the collective behavior of the system. Each function ¥ of H encodes a particular state of the system. Then, to
each function ¥ of H, we associate a statistical weight, i.e. a probability describing the state encoded in W. This
probability is written exp (—S (¥)), where S (¥) is a functional, i.e. a function of the function ¥. The form of S (¥)
is derived directly from the form of (23).

This description does not represent an aggregation to a single representative agents. It keeps the information
about individual agents among the whole system, and will allow to compute the transition functions for several agents
among the system. Moreover, it makes possible to find some collective features of the system as a whole.

The method presented here is an adaptation of tools in statistical field theory described in (Kleinert 1989). It
relies on building a field action, starting from the probabilistic description (23) in the following successive steps.
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Replacing the action variable by a field Rather than describing agents by a set of action variables X (¢),
we consider a (complex valued) function W (z) where the vector z belongs to the same space as the X; (¢). For
agents described by their consumption C; (t) and a stock of individual capital K; (t), the field will be a function
U (z) =¥ (ck).

This function is an abstract encoding of the distribution of consumption and capital among the whole set of
agents. It is not a distribution of probability for these values. Only a functional S (¥) of this field will give some
information about this distribution.

Translating the individual part of P (X) in terms of field The individual part A; of (23) is the weight
depending only on individual agents, excluding their mutual interactions. Recall that:

A —;/OT <012/0T (ixi(s)>2+vl (Xé”)) ds+—2/ (dt : H(Xi(t))>2dt

Under some conditions on o2 (see Gosselin, Lotz, Wambst 2017), we can associate to A; the following functional:
T
So (¥) = /(‘1/T (2)(~=0*V? + Vi (z) + ) T (a:)) dz — Z/ vl (2)(n°V? + V.H (2)) ¥ (z)
— Jo

where « is the parameter arising in the Laplace transform described in the first section, formula (27), and where ¥ (z)
denotes the complex conjugate of W (z). The operator V is the gradient operator, a vector whose i-th coordinate is

the first derivative %: V= (%). The operator V2 denotes the Laplacian:

vy &
- 0z?

where the sum runs over the coordinates x; of the vector z. Applying this to our previous example, where ¥ (z) =
T (c, k), we get V? = % + %.

Adding the interaction terms of P (X) The last part of P (X) describes specifically the interaction between
the different agents. We will call it As.

T Vi X§11>, X(lk))
A=) Z // dsi...dsk

k>214q,

In terms of field, it is translated into a functional:

[ 02 Z/ .T1 mk) Vk ( mk) \I’T (Il) ..A\IIT (:ck) dx1d$k

k>2

Adding St (V) to So (V) yields the field action:

S(¥)

So (¥) + / (7 ) W' (V2 () W (2) W (1)) indy
= /( (—o*V? + Vi (z) + ) © (x)) dr— 3" /OT Ul (2)(*V? 4+ V.H (2)) ¥ ()

1
97 E E / xl l'k) Vk (l’ll'k) \I/T (331),..\I/T (a:k)dandxk
k>2 k>2

Adding source fields to the action The above functional S (V) gathers all the necessary information. But to
compute the transition functions associated to the system described by (23), it has to be supplemented with so-called
source fields.

Consider a complex function J (z) in H, and add to S (V) the quadratic terms:

/ (J (2) O (z) + J' (2) @ (w)) da
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The system can be described by an action with source:
T
S(W,J(z) = /(qﬁ @)(—0* V2 + Vi (z) + ) ¥ (x)) dx — Z/ Ut (2)(n*V? + V.H () ¥ (z)
—Jo

1

B2 i1, ik
+ / (J (2) U (2) + JT () © (x)) dz
The successive derivatives of S (¥, J (x)) with respect to J (z) and JT (z) will allow to recover the transition functions.

Computing the transition functions via path integrals over ¥ (z) Once the action S (¥, J (z)) derived
from (23), we can compute the transition functions defined in (27). To do so, we first need to introduce two notations.

Notation 3 We denote X¥1(t) the vector (X1(t), ..., Xx(t)) of k action vectors. Agents being identical, any set of k
agents among the entire set of N agents is equivalent.

Notation 4 We denote X and X any initial and final conditions for this set of agents.

Then, a result of statistical field theory (see Kleinert 1989) is the following:
The transition probability G, (5 k], Y[k]) defined in (27) for k agents between the initial state X* and the final

state Y[k] for the system defined by the probability weight (23) is:

Ga (2, X") (28)

- [(w ((;) 6JT(zyi1)) <6J (im) 5T fyiN)> exp (/(‘1’T (@)(~o* V2 + Vi (2) + ) O (a:)) da
- Z /UT Ul (2)(n*V? + V.H (2)) ¥ (z)

+9i22 S (i) W (i) Vi (@ omiy) O (@) T (20,) + T (2) O (2) + T (2) U (2) | DEIDE]

k>2 1,1, S0
As before, the notation DUDWUT denotes an integration over the space of functions W (z) and ¥' (z), that is integral
in an infinite dimensional space. Actually, these integrals are formal, and solely computed in simple cases. The form
of S () is often sufficient to derive good qualitative insights about the results. In terms of field theory, formula (28)
means that the transition functions are the correlation functions of the field theory with action S (¥).

As announced, the formulation (28) shows how the transition of the agents, i.e. their dynamical and stochastic
properties, take place in a surrounding. We do not compute the dynamic of the whole system. We rather derive
agent’s behaviors from the global properties of a substratum, i.e. the global action for the field ¥ (x).

Remark that this change in formulation has to be related to the introduction of a variable number k of agents in
(28). In the previous section, the system was described by a fixed number of agents. Here, the focus being on the
environment, we can compute the transition functions for an arbitrary number of agents in this environment.

2.1 Non trivial vacuum, phase transition and Green function

In practice, it is often not necessary to compute 2k derivatives in (28) to compute the k agents transition functions.

It is generally enough to know the transition for one agent Gq (&m,y[l]). From there, the transition functions

Go (K W,Y[k]) for several agents can be deduced by techniques such as Feynman graphs (see article complet for a

detailed treatment). The one agent transition functions are themselves computed through graph expansion of the
interaction term Sy (¥). However, some simplifications may arise and the graph expansion can be avoided in first
approximation.
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We proceed in the following way. We first look for a field minimizing the action S (¥), that is a field ¥o solution
of 2.5 (V) = 0. If such a non null solution does exist, the system is said to have a non-trivial vacuum for S (¥y).
Then, let ¥ = ¥y 4 0¥ and expand S (V) to the second order in §W¥. That is:

S(¥) =~ S(¥o)+ /5\I’T (2)(—=0*V? + Vi (z) + @) 6F (z) da
+ / Ut (2) V (Vg z,7) 0¥ (y) dedy

with:

V(Wo,2) =75 ST [ TT Wotan)| Vi (o eas) | T] 7 (o) | 6 (2 —20,) 8 (y — 22,) deea...d
0

k>21q,l2 x;,i#£l zi,i#l2

and 0 (z — x;,) is the Dirac function. It is then a classical computation to show that in first approximation the one
agent transition function is determined by the quadratic part in 0¥ and satisfies the differential equation:

(=0°VZ +a+ Vi () +V (Vo,2,9)) Ga (z,9) = 5 (x — y) (29)

in that case, the transition function describing the system can be computed at least approximatively numerically. A
consequence of this set up is the notion of phase transition. For some values of the parameters, the only vacuum of
the theory may be ¥o = 0. In that case, V (¥o,x,y) = 0, so that the transition function is in first approximation
given by the solution of:

(—02V2 +a+Vi(2))Ga(z,y) =0 (x—y) (30)

On the other hand, if for another range of parameters ¥o # 0, then the transition function is computed by (29) and
we say that the system experiences a phase transition. The qualitative properties of the system in the phase Wy # 0
differs from those in the phase ¥y = 0. Probabilities of transition and average values of quantities may differ from
one phase to another.

3 Application: revisiting a standard business cycle model

In this section, we present an application of our formalism to a standard Business Cycle model. The usual assumptions
of the standard model are maintained (see Romer 1996), but agents now interact through technology. In such a model,
we show that a non-trivial vacuum may appear. For some values of the parameters, the equilibrium may experience
a discontinuous shift. The different phases of the system induce different individual behaviors. In the following, we
will present the model, compute the effect of the agents’ interactions on individual dynamics for each phase, and
provide an interpretation of the results.

3.1 Description
3.1.1 The model

We consider a system with a large number of identical consumer/producer agents. Each agent ¢ consumes at time ¢ a
quantity C; (¢), has a stock of capital K; (t) and a technology A; (t). The saving variable B; (¢) is equal to the stock
of capital K; (t) used in the production function, as usually assumed in standard Business Cycle models.

On the consumer side, we consider a utility function of the standard form (Romer 1996, Obstfeld Rogoff 1996):

Ci(t) -1

w(Ci(t) = =

where the coefficient § measures the relative risk aversion, i.e. the inverse of the elasticity of substitution between
consumption at different dates. A quadratic approximation of u (C; (t)) can be found by an expansion around some
minimal value C' for the consumption:

We can thus rewrite:
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with ¢ = C + é. The constant C. We assume C >> 1. As usual, this constant ensures decreasing marginal utility.
The quadratic approximation (32) will be the utility used in the sequel.
As consumers, agents each optimize their intertemporal utility function. Written in continuous time:

U(C) :/O w (C; (1)) dt

Since the discount factor S does not alter this section main arguments, we set it to 1. Under the usual budget
constraint:

d
%Bi () (33)

where 7; (t) is the i-th agent or sector interest rate. In continuous time, integrating (33) over the entire periods yields

the overall budget constraint :
T
/ (Yi (t) — Cs (t)) exp (—/ri () dt) dt =0
0

On the production side, assuming some uncertainty in the capital accumulation process yields a dynamic equation
for capital:

Ci(t)=ri(t)B: (1) +Yi (t) —

Ki(t) =Yi(t) = Ci(t) — 5 (K; (t) + £ (t) (34)
where ¢ (t) is a random term of variance v and & (K; (t)) describes the depreciation of K; (t).

We endogenize the production Y; (¢) and treat it as a function of capital: Y; (¢) = A; (¢t) F; (K; (t)). From this
relation we can deduce the form of the interest rate faced by each sector:

ri (t) = Ai (t) Fy (Ki (8) + e

That includes an exogenous (or minimal) interest rate r., plus some individual determinants depending on the capital
depreciation, rates of return, environment and technology of each sector. That is, r; is defined by the marginal
productivity in the sector plus some collective effect r.. Remark that usually, r. = —J, but we assume that other
determinants allow to consider r. as an independent variable. It is always possible to set r. = —¢ if needed.

To complete the model, the dynamics of technology should be modeled. We assume that A; (t) is a stochatic
process with specific fetures. Its dynamics includes an intrinsic part that fluctuates around a technology growth path.
Besides, we assume that technology and capital stock influence each other. Part of the technology random process
will thus describe technology’s interaction with capital. Since the dynamics of A; (t) is probabilistic, we will provide
its precise description in the next section.

3.1.2 Probabilistic description

Let us now apply the method presented in section 1. Three variables describe our model. The variables K and
C are standard control variables. As such, we must give them a statistical weight describing their dynamics. The
third variable, technology, does not qualify as a control variable. It could be treated as an exogenous parameter.
However since our formalism aims at studying interactions between variables, and explore the consequences of these
interactions, we will treat technology as a variable of the system interacting with capital. Consequently, we will give it
a statistical weight. So that the probability describing the system can be decomposed into several statistical weights,
respectively due to consumption, capital and technology.

Statistical weight of consumption The first weight corresponds to the consumption behavior of agents with

utility (31) under an intertemporal budget constraint (33). Appendix 3 shows that the exogenous interest rate in the
constraint modifies the statistical weight (16) associated to consumption under constraint in:

_ TYi (8) — Ci (1)) ex ri (t) dt) dt
exp(_zé(ci@_c_wm) AL JSLULD

(1+7r) 92

where w? = 9 measures the uncertainty in consumption behavior among agents For a @? < 1, the weight is peaked

around the usual optimal Euler equation in continuous time. The parameter ¢ is the uncertainty in consumption
behavior used in (16). Remark that Co = ﬁ, and that the sum ), Co = T'Co measures the agents’ relative risk
aversion, cumulated over the entire timespan, to change consumption.

Appendix 5 shows that the part due to the overall intertemporal constraint:

. (fOT (Vi (t) — Ci (t)) exp (— [ 74 (t) dt) dt)

02
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can be neglected in first approximation. In continuous time, this leaves us with:

exp —/dt (CZ ®-r (G- é)) + C’o/dt (35)

w?

Statistical weight of capital The second weight models the capital dynamics. Equation (34) shows that
i (t) = Ki (t) — (Vi (t) — C; (t) — § (K (1)) is a gaussian variable with variance v?. The associated statistical weight
is thus gaussian and writes:

(K (6) — (AR (55 (1) = C (1) = 6 (K (9)))
exp —/dt (36)

2
Since ¢; (¢t) is independent from consumption, this weight will be multiplied by (35).

Statistical weight of technology The third weight accounts for technology. Recall that this is a particular
variable in our setting: its dynamics can be seen as intrinsic, or resulting from capital interaction. This reflects on
its weight.

Statistical weight of intrinsic technology We first consider the contribution inherent to the technology
itself. We denote (A) the system’s average technology, to be computed later, but phase dependent. Let us also
denote Ag an exogenous level of technology and A is the optimal technology level for the agent in the system, with
A = 5 {A) + Ao, and 3 < 1. We choose the technology contribution to be of the following form:

o (AimAfAi(t)) b (A — A )

(At*QAt)2
22
g. Actually, the distribution is centered around the paths solutions of (A, (t) — gA; (t)) = 0. In the sequel, we will

The first term models the agent’s technology endowment as fluctuating around a technology growth path

set g = 0 to simplify, so that A; (¢) can be seen as a detrended variable, but the growth factor g can be reintroduced
if needed. We consider A\? > 1, which means that the level of technology can adapt relatively quickly to A. The
second term, (Ai () — A)Q, is the difference between the agent’s technology and agents’ potential level of technology
in the system. So that, in the absence any other forces, the agent should be driven towards this optimal level of
technology. As a consequence (37) models an individual technology that is both driven by individual factors, and a
collective level of technology.

Statistical weight of capital-technology interaction We have shown in section 1 how interactions
can be modeled by adding a potential involving several agents (see (22)). Here, we model the impact of capital on
technology by introducing an additional term in (37) such as:

exp <v [ ACEL AR ACHEAT dtjdn) (39)
i<ti g

This term describes the value added accumulated in the different sectors by capital stocks. The function H is
any positive functions and represents the impact of sector ¢ on sector j. We assume reciprocal interactions and
assume that H is symmetric: H (K; (), K; (t;)) = H (K (t;), K; (t)). The constant v measures the magnitude of
these interactions. To check that (38) represents the impact of capital stock on technology, notice that the agent’s
technology A; (¢;) is multiplied by a weighted sum of other agents’ past capital stocks. This weight thus models the
interaction between technology and the global capital stock.

This interaction weight would however be incomplete, since the various sectors’ technology may also, in turn, ac-
celerate the dynamics of K; (t). Considering the interaction between capital and technology is reciprocal is equivalent
to adding the term:

exp <—v (LG A (m)dadu) (39)

J
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Here, inverting t; < t; accounts for the reversal of roles: it is the past technology that impacts capital stock.
Consequently, the statistical weight for technology and its interaction with capital stock is:

exp | — / dt (Ai O~ ok (t)) + (A (t) - A)? (40)

)\2

- / / DA (t) H (K (1), 5 (1)) K (85) dtjdti)

The second term of (40) can be better understood if we note that it is an approximation of the quadratic term for

I < 1: 2
e / Z<Ai(t- Vil 52 H (G 0.1 () 5 (tndtj) i, (41)

Actually, the expansion of (40) yields the second term of (40), plus a quadratic term in A; (¢;) and a quadratic term
3
in Kj (tj). The quadratic term in K (¢;) is of magnitude (\/ \fy|) and can be neglected. The quadratic term in

A; (t:) is of magnitude /|| A7 (t;) which is negligible with respect to (A; () — A)Z.

Equation (41) shows for v < 0 the interaction is attractive: the higher capital stock, the higher the technology.
Interactions between capital and technology increase the likelihood for paths satisfying:

A; (1) W/ZH Kj (t;)) K; (t;) dt; =0

On the contrary, for v > 0 the interaction is repulsive: interactions between capital and technology increase the
likelihood of paths satisfying:

Ai (i) — @ /ZH(Kz‘ (t:), K (t;)) K; (t) dt; — o0

Depending on society’s stock of capital, we can define a certain threshold A of required technology:
i Vhi
A== D H (K (), K; () K (t;) dt;
J

Agents with technology endowment higher than this threshold have an advantage and are thus driven on a technology
growth path. Agents below this threshold A will be evicted. We will study both cases v < 0 and v > 0 later on.

Overall statistical weight We can now gather the three contributions (35) (36) and (40). The overall statistical
weight writes:

2

oo [ (0i<t>+r(c;i<t>—0)) o[ )

w

(K (1) = (A4 (0) Fy (K (1)) = G (1) = 8 (K (1)) +6%C2 (1)

—Z/dt s

X exp _;/dti (Aiiii))Jr (A (t:) — A)* —7//12Aj (t) H (K; (t;), Ki (t:)) Ki (t:) dtidt;

3.1.3 Field theoretic description

Now that the model has been described in terms of probabilities, we can transcribe it in terms of field, and apply the
method presented in section 2. We introduce a field ¥ (K, C, A) depending on the relevant variables of the system,
consumption, capital and technology. Appendix 6 presents the field theoretic formulation of the system given the
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above assumptions. Choosing the usual linear depreciation function § (K) = dK and a ”distance function” of the
form H (K», K1) =1 yields the field formulation of the system:

S (W) = / U (K,C,A) OV (K,C, A) (43)
+g/qﬁ (K1, C1, A1) W' (Kz, Cs, A2Y A Ky + A1K3) W (K1, Ch, Ar) U (K3, Ca, As)

where the second order differential operator O is defined by:
2 o? 1 9? 2 o?
“ o0 T oA TV 9K>
F(A=A)? 2 2(C— AF (K) +0K) 20 +2 (AF (K) 4 1)(C ~ €) 2 1.3 (€~ 0)?
+ (a0 +2AF" (K) + (re — 6) — Co)

The quadratic part of the action S (¥), namely [T (K,C, A) OV (K, C, A), describes the individual behavior of the
agents. The quartic part of the action represents the interaction between technology and capital stocks among agents.

3.2 Results

We have described the model in terms of Field Theory. We can now search for non-trivial phases in the system, and
study their properties. These emerging phases will then allow us to compute the transition functions first without,
then with interactions.

3.2.1 Phases of the system

Once the field action S (¥) found, the minima that define the various phases of the system can be computed. These
phases correspond to the system different economic global equilibria. The trivial phase, i.e. ¥y (K,C,A) =0, is an
analogous to a system linearized around its equilibrium. On the contrary, non-trivial phases reveal the emergence of
other equilibria. In each of these phases, the variables’ average values and the agents’ transition probability functions
can be computed and studied.

The inspection of the non-trivial phases associated to the field action (43) of our model and the computation of
the variables’ average values in each phase are performed in Appendix 6. The production function, assumed to be
Cobb Douglas, F (K) = AK® with £ < 1, can be approximated by a Taylor expansion above a minimal stock of

capital K:
e —e K-K e(l—¢) (K- K 2
AK® ~ AK® |1 _ — _
(*5( K ) 2 ( K ))

The results show that a non-trivial minimum ¥, (K, C, A) for S (¥) exists, provided some conditions on the parameters
are fulfilled. The minimum ¥, (K,C, A) is a product of several gaussian functions in the variables K,C, A whose
precise form is not necessary to the discussion (see Appendix 6 for a details).

This non-trivial minimum of S (V) exists when:

v > 0 (44)
Ay > (1 + \/5) c
A > >1
and: Age
1> A= ki 6>0 (45)

Given that € < 1, these conditions are jointly satisfied for Ag and K relatively large, and when the return of capital
exceeds the depreciation value (equation (45)). An additional condition on the relative risk aversion Cp exists (see
Appendix 6 for details). Qualitatively, for an intermediate range of values for Cp, the non-trivial phase is possible
and stable. We give below some interpretation for these conditions.

The equilibrium values of the variables in both phases and the global patterns of the system are computed using
quadratic expansions of S (¥) around the minima ¥y (K,C, A) = 0 and ¥, (K, C, A) # 0 respectively. This expansion
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in turn allows to find the average values for K, C' and A in each phase (see appendix 6). For ¥; (K,C, A) =0 and
neglecting the interaction terms, the average values for the relevant variables are:

<A>O = A= (17%)
~ 2
€y = C+ ey
A KE(1—¢)—x
<K>o = 2 Y
with:
AO e—1
Y = - K
) (1_%)6
, 202 \/5 B ,/2‘5—F35K5*1]
K = —— “w— AK® (1 - —
1 - C+ i (1—-2¢) N v

¢ = O44/2w—K,
™

For the phase with ¥, (K, C, A) # 0, one finds:

Ao 1K€A0(1—€)—(C‘+\/gw—K{)Y(1_%)
2 3

Mh = =532 YE(1 ) m (46)
o 2 =’ (1%)
(Ch = CHyr=- 2 (2w + (AF (K) +10)°) |6 — Tgek=—1| "
Ao KE(1—¢)—z Ao (1—¢) — — ) z) (ex — _
), = 1= (Y ) _%KE(K Ao (1—¢) ;21((1_)%))& K& (1 a))m7 (47)
CR-e-v)K A = (%)
O 2v2 7 5 (2wt 4 (AP (K) 4 ro)?) Y2

The parameter 1y depends on the parameters of the system and can be estimated as:
ny <1

In the non-trivial phase, both, the average level of consumption (C), and the average level of technology (A), are
lower than in the trivial phase: (C); < (C),, (4); < (A),. Indeed, the non-trivial phase emerges under high relative
risk aversion, and hence low level of consumptions. The effect on average capital stock (K), is mitigated: since the
technology level has decreased, a higher level of capital stock may be required to reach average levels of consumption.
Equation (47) shows that when capital or/and consumption volatility, v and w respectively, are high, capital stock is
lower in the non-trivial phase. Uncertainty hinders accumulation. But when these volatilities are low, capital stock
is higher than in the trivial phase.

One can compute the average production level in both phases. This is done in Appendix 6. It appears, that in
our range of approximations:

(Y), <(Y)

Let us now discuss the conditions (44) and (45) in which this non trivial phase should appear. When v < 0, capital
and technology are mutually enhanced. This prevents the non trivial phase to appear. A high level of consumption
and capital can be reached. But when v > 0, the interaction between capital and technology is selective. In such a
setting, the initial endowment in technology is crucial. Agents endowed with a level of technology above a certain
threshold are favored. On the contrary, for agents poorly endowed, this level acts as a ceiling. In average, our results
show that overall, the society experiences lower technology, lower production and lower consumption.

Finally, the non trivial phase corresponds to a large minimal technology and intermediate values of Cy. Actually,
risk aversion has to be large enough to reduce capital accumulation. Still, this reduced capital accumulation must be
sufficient to reach optimal consumption. To do so, technology must be relatively high, and compensate for a lower
stock of capital. This equilibrium must also be sustainable. Thus, a large Cy is outside the limits of our model.
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3.2.2 Transition functions without interaction

In the above, we had first translated the classical business model in terms of probabilistic description, then translated
it into statistical field. Now that the various phases of the system of the statistical field have been described, we
can turn back to and examine the transition functions of the system. In other terms, having found the collective
levels, we can now turn back to the individual level, that may include several agents and their interactions. The
transition functions will now allow us to describe the individual agents’ dynamics in each phase. We will then deduce
the equilibrium values of these dynamics, as well as the dynamic equations of their average paths.

Transition functions In the following, we will denote the phase « = 0 the phase with minimum ¥; = 0, the
trivial phase. The phase ¢ = 1 will correspond to ¥; # 0, the non-trivial phase.

Given a phase ¢ of the system and neglecting the expression last term, i.e. the quartic interaction term in (43),
the probability of transition for an agent from a state (C’, K’, A’) to a state (C, K, A) during a timespan ¢, is equal
to:

COKAC K A= L o <_ (C=C) = (C' = C)1+ BD)) > 48)

; 2
913 921272 3 2w?t
P

(7~ & 42550 (K~ K 4 K2 ) 1 —at) — (O~ C) 1+ AKt))
202t

X exp

N@A-Ay (# - Ai)Q

>< J—
xp ot 2

t—m,t

where (C’, K', A’) is the initial state of the system and (C, K, A) the final state for a process of duration t¢.

Parameters Two sorts of parameters appear in equation (48). Some parameters, such as Q% a and §, do not
depend on the phase of the system. They are:

2 e 2
szz(yg+2K n 3w )

)\2a2 2(/82_a2)

! !
a = 5fA+2AF’(K;K) (49)
I !
5 = AZAF’<KZK>+TC—6

The parameter Q2 is a global variance of the system which mixes the variances of the variables C, K and A. This
parameter is independent from the phase, since the phases do not affect volatilities but average values in this particular
model. For r. = §, the parameter 3 is the average rate of return of capital for a process starting from (C’, K', A)
and reaching (C, K, A). Finally, the parameter @ measures the spread between marginal productivity and capital
depreciation. These two variables do not depend on the phase, but merely on the producer capital and technology
levels.

Other parameters in equation (48) are phase-dependent. These parameters are the average values of technology
and capital in a given phase. They are, for the first phase:

_ . . Ao

Ao = <A>o 1= Y
Co = (0)y=CH2w
mo = 0

and for the second phase:

Al = A0+X<A>1761:F1

my = A% — ((1 — %) Al + %F3)2 +
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where the average values (A), have been defined in (46).

Because some parameters are phase-dependent, the agent’s transition probability depends on the phase of the
system.

The parameter m, is a measure of the system’s inertia. It is null in the trivial phase, but positive in the non-trivial
phase. The fact that it should appear as an exponential term exp (—m,t) in (48) is relevant. Transitions are quickly
dampened through the interaction process in the non-trivial phase, and transition probabilities are reduced. The
strong inertia of the system keeps agents closer to their initial values than in the trivial phase.

Note also that multi-agents interactions do not appear directly in (48), but only through parameters. These
parameters encode the collective effects of the interactions and their impact at the individual level.

Average paths and classical dynamics Formula (48) is valid for small ¢ (see Appendix 6 for larger t).
However, it is sufficient to find the agent’s average path. This is straightforward: for a gaussian weight, the average
path is found by setting the exponent in (48) to 0. This expresses the fact that we select the most likely path, which
is the average path. This yields the relations between the initial and final points:

0 = ((C=C)—(C"=C)1+(a+p)t) (50)
0 = ((K—f(—l—@)—<(K'—K+@>(l—at)—(C'—C’L)t-i-A'f(et))
s wa—ay (o)

2t 2

The treatment of these equations is usual. The equilibrium values are first found by setting both initial and final
values equal to the equilibrium:
(Ol, K/7 A/) = (07 K7 A) = (C€7 K€7 Ae)

One finds directly:
(1-e)A,K°—C;
o — R5_1Ai€

K. =

Ce
A =

0 O

&

Then, replacing these values in (50) yields directly the relations for the most likely path, or equivalently, the average
path:

(C-C) = (C"=Ci)+(C"=Ci)a+p)t

(K-K.) = (K—K)—a(K —K)t—(C'—C)t
A+Al 4

MA-A) = -

In the limit of small ¢, and using (132) and K%K' — K leads to a differential equation for the average path:

% (C(H)-C) = (C(t)—C)AF (K (1)) +re — 6 (51)
% (K(t)—Ke) = (AF' (K (1) =08)K(t)— K.)— (C(t) - Ci)
pd(A-A4)  (A-4)

dt 2

The above equations are in fact those of a simplified model of capital accumulation: the standard approach is recovered
in average. The first equation is the usual Euler equation with interest rate. The second and third equations describe
the dynamics of capital and technology respectively. The fixed point A; depends both on the system and the system’s
interactions, as seen in (110). Linearizing the dynamics around the fixed point leads to a usual saddle path dynamics,

with two eigenvalues:

1 1 - _

57"5 == 5\/ r2 —4A4; + Aie F' K,
Usually, for r. = 9§, the first eigenvalue is negative and the second positive. When the system moves along the unstable
equilibrium, the linear approximation breaks down. Actually, for large values of (K (t) — K.), marginal productivity
falls below the depreciation rate, and capital accumulation stops. We will not dwell on this point since once the
phases of the system have been found, and the average dynamics equations have been written, interpretations are
standard.
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3.2.3 Corrections due to the interaction term

We go on studying the individual dynamics in the background created by system as a whole. To take into account
the individual interactions and their impact on (48), we have to turn back to the field theoretic formulation and to
find the modification of the transition functions due to the quartic interaction term in (43):

I= %/\m (K1,Ch, A1) T (K2, Co, As)(A2 K1 + A1 K2) U (K1, Gy, A1) U (K3, Ca, As) (52)

Appendix 6 computes this correction. We come back to the definition of the probability transitions, and add the
contribution of (52) that was discarded while computing (48). We show that the Green function is modified at the
first order in v as:

G(C.K AC K A1) =G (CKAC K A ) xexp(—V (C.KAC K A t)
where the function V (C, K, A,C’, K, A’,t) depends on the initial and final states:

3 3
V(C,K,AC' K" A't) = <2t2AK + % (A-A)C-C)+ % (A-A)K-K') - %f(sﬁ (A- A’)2>

+A (ét?’ (C-C)+(K-K') - %1’(%3 (A- A’)) +9t? (A- AN K

It can be shown that the trajectories correspond to an average path with initial conditions (C (0), K (0),A(0)),
and that for small interaction timepans, (C (0),K (0), A (0)) is modified at the first order in v (see Appendix 6).

Defining 6C (t), 0K (t) and dA (t) the respective consumption, capital and technology deviations from their average
paths (51) due to the interactions, we can write:

sC(t) = 0 (53)
SK () = T o)+ - ko) + (22 4 KN 4
= 7\ 72042 4847 6K=Az 90
Tct® . ct® . btt 3K°ct®\
__fd _ Kk _ ) A
ﬂ( a0z ¢ O T g KO+ (241(6,42 T 602 ) (0))
5A() = (=L k) +4 (LK (0)+ 14 (0)
AT 7\ 24
where:
B ,  2K? 302
b = 2<u +)\20¢2+2(2a+5)ﬁ
2
c = ﬁ

The interpretation of (53) is the following. From (53) we find directly the impact of the agent’s initial state on the
deviations 0K (t) and 0 A (t):

O(BK () !

oK (0)  asaz (54)
Q6K (1)) bt3 Kect®

9A(0) ~ 6keAz ' g0 0

O(5A®) ct? =0

0K (0) ~  6KcA?

the interaction between individual capital and technology stocks produces a synergy effect, both stocks increase faster.
This effect is proportional to the initial values of the stocks. The higher these initial individual values, the faster both
stocks increase. Moreover, the polynomial time dependency of the elasticities shows that the accumulation dynamics
is faster than a linear process. Remark that this synergy effect is not contradictory with the eviction effect described
in the non-trivial phase. Actually, the results presented here are only valid at the individual level. In other words,
the individual dynamics in a given phase does not detect the collective mechanisms of interactions. The latters are
only detectable when analyzing the phase, and are indeed hidden in apparently exogenous parameters shaping the
agents environment.
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The accumulation dynamics is however dampened by fluctuations in technology stocks, measured by A2A2. The
higher these fluctuations, the slower the accumulation process. The initial direction of the system, given by the terms
proportional to X (0) amplify this synergy effect. Actually, we can also compute from (53) the impact of the agent’s
initial momentum on the deviations 0K (t) and dA (t):

9 (6K (1)) ct®
—_— = = > 0
9K (0) 76042
06K (1)) btt 3Kcct®
oi@) ~ Turea ez 0
0640 _
94 (0)
9 (5A(t)) ct?
oK (0) 724

a system that had started initially to accumulate both capital and technology stocks will accelerate faster compared
to a system that was at first in a constant equilibrium.

The effect of the consumption initial value is ambiguous. Technology improvement, measured by the dynamics of
A, increases productivity, and rates of return. It is thus optimal for agents to increase their savings and reduce their
consumption. Capital stock is positively correlated to C (0), as shown by its elasticity with respect to C (0):

O(SK ()  Tct®
ac ()~ Tmaoxz

In other word, a high level of initial consumption is an indicator of wealth. The agents interaction induce an
accumulation process that favors capital expenditures. Since consumption elasticity with respect to consumption
initial value 8?&%” is null, any increase of wealth is spent on capital stock.

Besides, any initial increase in the consumption rate impairs capital accumulation, since:

(6K (1)) Tct®

ac (0) rye

An initial increase in consumption will be smoothed over the entire timespan, and will eventually dampen the
accumulation process.

3.2.4 Two agents transition functions and interaction

The field formalism presented here also allows the study of interaction between individual agents. Consider the
simplest example of a two agents dynamics. Discarding interactions, the probability of transition between an initial
state:

((Kl, Cl, Al)z s (KQ, CQ, AQ)Z)

and a final state:
((K17015A1)f7(K27025A2)f)

is simply the product of the transition probabilities (48) for each agent:
G ((Kl,Cl,Al)i (K, Ca, As), , (K1, C1, Av), (KQ,CQ,AQ)f)
= G ((K1701,A1)i y (K2,027A2)i ,t) G ((Kl,cl,A1)f y (KQ, Cz,Az)f ,t)

since they are considered to be independent. The global interaction effect, the impact of the entire system on each
agent is included in the phase of the system, through the parameters of the transition probabilities.

When the interaction term is included, the transition probability has to be modified. In Appendix 6 compute the
correction for the transition probability for two agents. We consider an initial state ((K1,Ch, A1), , (K2,C2, A2),)

and a final state ((Kl,Cl,Al)f , (K2, C’Q,Az)f).

In presence of the interaction term, appendix shows that:

I = %/\IIT (K17017A1)\I/T (Kz,CQ,AQ)(AzKl +A1K2)\I/(Kl,cl,Al)‘;[/(Kg,Cz,Ag)
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the transition probability is modified in the following way:
Gr ((Kh Ch, A1, t),, (K2,Ch, As,t), , (K1, Ch, A1,t)f , (Ko, CQ7A2,t)f)

= G ((KlyclaAl)i ) (K27027A2)i ) (KhChAl)f ) (K27027A2)f) exp (_VI)

where:
Vi = ((As) (Ka) + (K1) (A2)) + 3 (A1) ACs + ACk (A2) — K° (A1) Az + AAy (42))
with:
(X;) (X5); ‘; (X])f
AX; = (Xj)f - (Xj)i

for any variable X = C, K, or A and agent j = 1 or 2. The quantity (X;) computes the average value of X for agent
j along the path, and AXj, the variation of X along this path.

Due to the interaction, the two agents’ transition probabilities are now entangled. The average trajectory for
one agent is modified by the other agent’s path (see Appendix 6 ). We write § X5, (¢) the correction of agent 1’s
trajectory due to agent 2 for X = C, K, or A, and 6X12 (t) the correction of agent 2’s trajectory due to agent 1.
Appendix 6 shows that:

6Ka1 (t) = bt (As) (55)
_ 1 AC 1 DAz s
0A21(t) = v <60 5 6cK 5 )t + yet (Ka)
5K1*,2 (t) = 'ybt <A1>
_ 1 AC 1 . AAN 3
0A152(t) = v (66 5 6cK 5 )t + et (K1)
with:
%, - X0 -ZFXz' (t)
AX; X (t) — Xi(0)
2 2

Formula (55) allows to find the dependency of an agent behavior on other agent’s path. The elasticities are:

aégjl(ég)) = aéiél (S;;)) =t > 0 (and other elasticities with respect to X are null)

which means that the average technology of agent 2 impacts positively the accumulation of capital for agent 1, and
that the accumulated stock of agent 2 accelerates the technology improvement for agent 1. Agent 2 participates to
the environment of agent 1, and both its capital and technology stocks influence the other agents.

These elasticities are proportional to the interaction timespan: the longer agents interact, the higher the final
stocks. The elasticities with respect to the initial direction of agent’s 2 path may seem counterintuitive.

9 (541 (1)) 1 e
9AA; (0) —cht <0
0(0AL () 1
AOREE gct3 >0

Technology stock is negatively correlated to other agents’ accumulation rate. This is the consequence of the acceler-
ation of accumulation process for both agents and our choice of representation of a path as function of the average
value of the path X5: since the dynamic follows an accelerating pattern, its representative curve is below the average
X, most of the time. As a consequence, the accumulated stock are below the linear approximation in X». The term

proportional to A;Q is thus a correction to this linear approximation.
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3.3 Synthesis and Discussion

The application of our formalism to a basic Business Cycle model has shown the implications of introducing multiple
agents interacting through technology and capital stocks. This has allowed us to inspect setups not accessible to
the usual representative agents models. It has also allowed to detect collective effects due to large number of agents,
such as the appearance of multiple phases or macro equilibria. In turn, we have seen how these phases impact the
individual agents’ dynamics. These individual dynamics are formally identical to those used in representative agents
models. It is at this point however that some major major differences with standard models appear:

In our formalism, the individual agents’ dynamics are derived from a collective background. They emerge from
the model, but cannot be imposed as a defining point of the model. This translates into several features.

First, the individual dynamics parameters are not exogenous. As mentioned above, they depend on the global
system. A change of phase in the entire system induces a structural break that actually modifies the parameters of
the agent’s dynamic equations.

Second, the fact that individual behaviors emerge from the system extends to any subset of agents. Their dynamics
and interactions, too, can and should be deduced from the collective background (see section 3.2.4). This allows a
straightforward and detailed analysis of agents’ interactions, while preserving the agents’ heterogeneity.

As a result, and third, individual agents cannot be considered as representative agents. Section (3.2.3) demon-
strates that individual features do not aggregate to produce similar effects at the macro level. The synergy effect
in equation (54) shows that an agent may experience a virtuous circle between his capital and technology, even in
the non-trivial phase characterized at a macro level by an eviction effect and a lower production. These two macro
features are present at the individual level, but only as a hidden externality that shapes the agent’s environment
through seemingly exogenous parameters.

To conclude, the representative agent paradigm cannot detect some macro features from the description of par-
ticular agents. Some conclusions at the individual level do not agregate.

4 Conclusion

This paper has presented an analytical treatment of economic systems with an arbitrary number of agents that keeps
track of the systems’ interactions and agents’ complexity. As significant results, we have shown that a field theory
formalism may reveal some emerging equilibria, and studied the influence of these equilibria on the agent’s individual
dynamics. This method can be applied to various economic models.

In this paper we have, for the sake of clarity, deliberately set aside some matters developped in (Gosselin,
Lotz, Wambst 2017), such as strategic behaviors and heterogeneity among agents, in information, goals, or actions.
However, our formalism extends to such cases. Social interactions and economic networks could also be included.
These subjects are under current research.

Ultimately, our formalism should shed some lights on the matter of aggregation. Indeed, despite the fact that
field theory does not deal with aggregates, it allows to recover macroeconomic quantities through averages. A natural
question would be to find even partial relations between these macroeconomic quantities.
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Appendix 1

We show the derivation of (12). We will remove the agent’s index 4 since the argument deals with one individual

agent. ~ ~
If Y (t+n) is centered on Y with variance 6, 3, _ Y (t 4+ n) will be centered on Y with variance T'o”, and the

integration over Y (t 4 n) yields:

/HdY(t—&-n)exp(—zl,( (t+1) +Z (t+n) ))2—012i(Y(t+n)—)7)2)

/de'(tJrn)exp(;( (t+1) +Z "(t+n)— (C‘Y))) 7%2

with Y’ (t +n) =Y (t +n) — Y. The exponential rewrites:

exp (_; (B(t+1)+ (Y’(t+n)—(C—Y))> _;Z(y'(t+n))2)

- <_(B(t+1)—T(C—Y))2 _2BEED-TEO=T) Sy (01+1>i(y,(t+n))z>

M~

T T

and the integration over the Y’ (t + n) leads to a weight:

- <(B(t+1)T(CY))2 C2(B(t+1)-T(C-Y)) ZTZY’(Hn% (;+1)i(y,(t+n))2>

1 ~ o) 2
= exp (—m (B(t—l—l)—T(C—Y)) ) (56)
We can now write B (t 4+ 1) as a function of past variables:

B(t+1)=> Y(t+n)—> C(t+n) (57)

n<0 n<0

and, along with the expression B; +Y (t) — B(t+1) — C = C (t) — C, write the global weight (56) as

n<0 n<0

~ exp <—(C(t)—0)2—;(ZY(t+n)—ZC(t+n)—T(C—Y)> >

n<0 n<0

exp((C(t)C_') T_i02<ZYt+n S C(t4n)-T(C— 17))2) (58)

for a large enough time scale, so that 7' >> 2. Recall that terms in the exponential depend only on past variables,
and do not modify the statistical weight. Thlb statistical weigh can thus be written:

exp <_ (TTH)<C(t)—TT+1 T <ZY (t+n) ZC(HH)_T(O_?)»Q)

= exp (— (T;l)<C T—|—1 <7;)Y t+n) nZ@C(t—i—n)—i—TY)) >
- exp<_(7’;1)(0(t)_y_Tl+l(;(Y(Hn)_y)_;O(omn)_y))))
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For T' > 1, the last expression reduces to:

exp <_ (C(t)—Y—;<Z(Y(t+n)—y)_Z(C(t—I-n)—Y)>>2>

n<0 n<0
and defining C (t) = C (t) — Y, we are left with:
) 2
exp < (C’(t)T<nZ<0Y(t+n)nz<OC(t+n)>> > (59)

To define the global statistical weight for the system over all periods, we can now sum the exponentiated terms in
(59) to obtain the weight:

oS (03 (5 en-sewn)))

t=1 n<0

This weight describes the variables:

X#t)=C@) -

NI

(ZY(t+n)—Zé(t+n)>

n<0 n<0
as gaussian and independent. It can now be written differently by remarking that:

X(t)— X (t+1)

= é(t)—;(ZY(tI—n)—ZC(t-I—n)) - <C‘(t+1)—11, <Zf/(t+1+n)—2@(t+1+n)>>

- C(t)—é(t+1)+%(Y(H—l)—é’(t))

—1 A 1.
= TC(t)fC(t+1)+TY(t+1)

It then allows computing the density probability of:
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For T large, %CA' (t) ~ C (t). This describes a brownian type process for C (t), with variance 2. This brownian

motion is constrained to X1 = 0 through the constraint:

Xr=C(T) - <Z?(T+n)—Zé(T+n)> =Y Y(T+n) =Y C(T+n)=0

n<0 n<0 n<0 n<0
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so that the overall weight becomes, in the C (t) representation and in first approximation for 7" large:

exp(—Z(é(t)—é(t-l—l)-i-;Yt-l-l) <ZYT+n ZC‘(T+n)>>
x6(2Y(T+n)—ZC’(T+n)>

n<0 n<0

exp i(é(t)é‘(t+1)+;§/(t+l)> B (anoy(T-l-n) —2ZH<OC(T+TL))

k¢

g

anof/(T‘F n) — Engo C’(T + ”))2

12

exp | -3 (G- C+n) ~ (

(60)

(o

with o2 <« 1. The second line allows for small deviations from the overall constraint.

Formula (60) is straightforward to generalize for agents with varying horizon. Actually, if the time horizon at
time ¢ is T' — ¢, the statistical weight (59) at time ¢ becomes:

eXp((C‘(t)Tl_t<2f/(t+n)20(t+n)>> ) (61)

As before, defining the variables

The expression (61) shows that the X (¢) are gaussian and independent. Computing X (t) — (%) X (t+1) yields:

X(t)—(%)xuﬂ)

I
T
7
| —_
-
—
™
=
=
+
3
M
9\)
\V/

I
Q
|
~
N
S
I
-
~—
o
+
=
+
S
I
—~
~
+
—
|
o
3

which implies that the probability density for C (t) — C (t + 1) + T—? (t +1) can be computed by:
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. 2 2
This describes a brownian type process for C (t) of variance (T’I;;fl) (1 + (Tizfl) > For T large, we have

2 2
(%) (1 + (%) ) ~ 2 and one recovers the brownian motion, for ¢ < T. This brownian motion is

constrained to X7 = 0 through the constraint:

X(T)—C‘(T)(Z?(T+n)ZO(T+n)>—ZY(T+n > C(T+n)=0
n<0 n<0

n<0 n<0

so that the overall weight in the c (t) representation becomes in first approximation for 7' large:

exp <_Z(é(t>_é<t+1>+17$“) <ZY (@ +m) - ;C(T+n))>
5<(ZY(T+n)Zé(T+n)>>

n<0 n<0

Y(t+1)>2_ (anoy(T+")—Zn<oé(T+”))2 (62)

~ exp —Z(C’(t)—é(t—!—l)—F T3

The second line allows for small deviations from the overall constraint. Under a strictly binding constraint, 5% < 1.
In the continuous version, we can replace the sum over ¢ by an integral. Formulas (60) and (62) become:

o (U77) = e ( [aw! (C))

= exp /dt(dC(t)+ 1 thH)Q (fdtﬁ_fdté(t)f

dt T — o2

The first term means (discarding the constraint) that dié (t )—|—#Y (t + 1) is gaussian of variance 1. Thus, if Y (£ + 1)
Ot

is considered purely random, one can consider that ) is gaussian with variance 1+ Var ( (t + 1)) 5 >1

(for T large, we can consider § as constant) and replace the first term of U¢f by (%CA’ (t)) to obtain:

exp U —exp | - / dt (jté(t))2 (fanv @ §2fdto ) (63)

As a consequence of (60), (62) and (63), the introduction of a constraint is equivalent to the introduction of non-
local interaction terms. The non-local terms may, in some cases, be approximated by some terms in the derivatives
of C(t) (see Gosselin, Lotz Wambst 2018).

Appendix 2

We consider some constraints within the context of non quadratic utilities. To do so, we start with a simple example
and consider the budgent constraint (10) for a single agent:

Ct)=B({)+Y (t)-B(t+1) (64)
At time ¢, the agent’s statistical weight has the general form (11):

/Hexp< O+Y () =BE+1))+ > UBE+n) +Y (t+n) - (t+n+1))>dB(t+n) (65)

n>1 n>0
Performing the following change of variables for n > 1:

B(t+n) — B(t+n)— Y Y(t+m)

mzn

B(t+n)+Y(t+n)—B({t+n) — B(t+n)—B(t+1+n)
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the statistical weight (65) become:
/ [ exp(U(B®)+Y (t)=B(t+1))+U(B(t+1)=B(t+2)+» | Y (t+n))+ Y U(B(t+n)—B(t+1+m)))dB(t+n) (66)
n>1 n=1 n>1
Except for the case of a quadratic utility function, the successive integrals

/Hexp< ( (t+1) — (t+2)+ZY(t+n>+ZU (t+n) (t+1+n))>dB(t+n) (67)

n>1 n=1 n>1

arising in (66) cannot be computed exactly, . However, we can still define a function U (B (t + 1)) resulting from the
convolution integrals (67):

exp <U <B(t+1)+ZY(t+n)>> (68)
= /exp (U (B(t+1)—B(t+2)+ZY(t+n>—|—ZU (t+n) (t+n+1))> []aBt+n)

n>1 n>1 n>1

The function U can be approximatively computed - we will comment on that later in the paragraph - however its
precise form is not needed here. Instead, we use the general formula (68) to write (66) as:

n=1

exp(U(B(t)+Y(t)—B( + ))+U< D+Y Yt +n>> (69)

Here again (see the first paragraph of this_section)7 we can get rid of the variables Y (¢ + n) by considering them to
be gaussian random variables centered on Y for n > 1. The transition probability for B (t) is obtained by integrating
(69) over the variables Y (t 4+ n) :

/HdY(t+n)exp<U(B(t)+Y(t)B( ))+U( D+ > Y (t +n>1 (Y(t+n)}7)2)

n=1
(70)
This expression can be simplified. Actually, in the gaussian integrals:

[Tt mess (U (B(t+1)+ZY(t+n)> —;z(y<t+n>—y)2> ()

n>1 n>0

the variable Zn>1 Y (t + n) has mean TY and variance To?. As a consequence, if we assume T large enough so that

\/T>>a, then
S Y (t+n) ~TY £VTo~TY

n>1

in first approximation. This allows to simplify (71):

/HdY(t+n)exp (U (B(t+1)+ZY(t+n)> —;Z(Y(t+n)_y)2)

n=1 n>0

~ exp(U(B(t+1)+TY))

so that, using the constraint (64) to write B (¢t + 1) as a function of the past variables:

Bt+1)+» Y(t+n) = Y Y({t+n)—> Clt+n)+> Y(t+n)

n>1 n<0 n<0 n>1
~ ZY(t—l—n)—ZC(t—&—n)—&-T)7
n<0 n<0

the weight (70) results in:
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/HdY (t 4 n)exp (U (Bt) +Y(@®) — B(t+1)) + U(B(t +1)+ Z Y(t+ 1)) o (V4R V) ) (72)

02
n>1

~ exp(U(B(t)+Y(t)—B(t+1))+U(ZY(t+n)—ZC(t+n)+TY>)

n<0 n<0

We can consider that the term: -
S Y(t+n)=> Ct+n)+TY

n<0 n<0

has relatively small fluctuations with respect to its average T'Y, we can approximate U by its second order expansion:

U(Zy(t+n)20(t+n)+ﬁ> f_VC'y(ZY(tJrn)ZC(tJrn)JrY)

n<0 n<0 n<0 n<0

the values of C and 7 depending on (68). Then, up to the irrelevant constant C, (72) simplifies to the second order
approximation:

exp<U(B(t)+Y(t)—Bt+1 <ZYt+n ZC(t+n)+Y> ) (73)

n<0 n<0

= exp <U(C’(t))—7(ZY(t—!—n)—ZC(t—&-n)—&-Y) )

n<0 n<0

a result similar to the first example of this section. The constraint can be introduced as a quadratic and non local
contribution to the utility U (C¢). This result is not surprising. The constraint being imposed on the whole path
of the system, the inclusion of its intertemporal quadratic expansion enforces the constraint on average, as needed.
The result is similar to (58), except that the quadratic utility has been replaced by a more general function. In first
approximation, one can thus share U (C (t)) in a qudratic approximation plus some perturbative terms V (C (t)).
Then proceeding with the quadratic term as we did in Appendix 1 to define the statistical weight, one recovers a
formula similar to (62) for the consumption path:

exp | = ((é(t) —é(t+1>)2 W(C(t))) - (anoY(T+n)jZn<OC’(T+n))

g2

where % has been neglected for 7' > 1.
Let us close this section by quickly discussing the form of the function U defined by (68):

exp (U (B (t+1)+ZY(t+n)>> (74)

n>1
= /exp(U(B(t+1)—B(t+2)+z t—|—n>+ZU (t+n) Bt+n+1)>HdB(t+n)
n>1 n>1 n>1

These integrals can be approximatively computed with the saddle path approximation technique developed in the
first and second sections. The saddle path result is not exact for a non quadratic utility, but constitutes a sufficient
approximation for us. The saddle path (74) for the function inside the exponential can be written as a difference
equation B (¢t + n) with n > 1:

UB@t+n)—Bt+n+1)-U (B(t+n—1)—B(({t+n))=0forn>2
and:

U’(B(t+1)—B(t+2))—U<B(t+1)—B(t+2)+ZY(t—i—m)) for n =2

m>=1
Once the saddle path B (t + n) is found, it can be introduced in (74) to yield:

exp (U <B(t+1)+ZY(t+n)>> = exp (U (B(t+1)Bt+z+ZY(t+n>+ZU —B(t +1+n))>

n=1 n=1 n>1
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and a first approximation for U is thus:

U(B(t—l—l)—f—ZY(t—f—n))_U<B(t+1)—B(t+2)+ZY(t >+ZU (t+n)—B(t+1+n)) (75)

n=1 n=1 n>1

Some corrections to the saddle path can be included if we expand the RHS to the second order around the saddle
point by letting ~
B(t4+n)=B({t+n+1)+0B(t+n)

and then integrate over 6B (t + n):

exp <U <B(t+1)+ZY(t+n)>> (76)

n>1

= exp <U (B(t—l—l)—B(t—l—Q)—l—ZY(t—i—n)+ZU (t+n) (t+n+1))>

n>1 n>1

X/exp <U” (B(H—l) —B(t—I—Z)+ZY(t+n)>(5B(t+2))2

n>1

+> U"(B(t+n) B(t+n+1))(5B(t+n)5B(t+n))2> 1 6B (t +n)

n>1 n>1

The log of the integrals in (76) will yield some corrections to (75), but we will not inspect further the precise form of
these corrections.

Appendix 3

When some discount rate is introduced, we go back to the initial individual agent formulation and modify it accord-
ingly. Recall that the transition probabilities between two consecutive state variables of the system are defined by

(??) with a discount rate S added:

P(B;(t),Bi (t+1)) /HdB (t +n)exp <U(C(t))+ZB"U(C(t+n))>

n=2 n>0

but now, the constraint rewrites:
Bt+1)=0Q4r(B@)+Y (t)—C(t)

or equivalently:

B(t+1)
Ct)y=B{t)+Y () - ———=
(=B +Y 1) -
Then, the integral over the B (t + n) is similar to the previous one, since one can change the variables: (Bl(j_t;fl) —

B (t+n) for n > 1. We assume that the uncertainty about future periods increases with a factor (1 + r).
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/ﬁdB(tJrn ( 622(0(t+n)é)2>

= /idB(t—f—n ( (t)_m_c)Q
_;;0( +r)>n(B(t+n)+Y(t+n)_BW_é>2)
- /ng(lJrr)ndB(tJrn)/eXp < (B(t)JrY(t)mC’)Q

n on / / Y(t+n)—é 2
—"2;;(1+r) 8 (B (t+n)—B (t+n+1)+w) )

L . Bt+1) =\?

= (g(1+r)>exp(—<3(t)+y(t)_ (1(t++r))_c>
3 1 B(t+1) Y(t+n)—-C ’
En>o(ﬁ(1+r))_"<(1+7") +nz>:0 (L4m)" ))

L N Bt+1) =\? B(t+1 Y(t4n) —C\
(H(l-‘r’r‘) >exp (- <B(t)+Y(t)—%—C> —s(T)( (1(:+T))+Z ((tl’;?))n ) )

n=2 n>0

where the sum has been performed up to 7" where T is the time horizon defined previously and 7" > 1, and
sTHT) =320 (B(1+7)%)"". Since 8 < 1:

for r < 1. As a consequence, s (T) <r. For =0, s™' (T) = L.

T
The factor [] (1+7)" can be included in the normalization factor, as explained before, and then we are left
n=2

with:

P(Bi(t),Bi(t+1))

/HdB(t+n)exp< )+ > U(C(t+n)) ) (77)

n>0

_ exp<—(B(t)+y(t)—m—c) —s(T)<m+ZW>>

n>0

which is similar to (56), except the (1+ 5 factor in front of B (t+1) and the (14 r)" multiplying (Y (t 4+ n) — C).
One also replaces T by - ) Then the previous analysis following (56) applies, except that, writing B (t + 1) as a

function of the past is now

B(t+1)zzl(/(t+n)_ZC’(t+n) (78)

1+r 1+7)" 0(1+r)"

with B (t) — 0, t — T to impose the transversality condition. The number of periods, T, is itself unknown, but as
said before T is the expected mean process duration.

If Y (t+n)is centered on ¥ with variance (1 +r)*>" 02 (we assume that the discounted variable X(/I(i“l)

Y (t +n) centered on Y with variance T'o?, integration over Y (t + n) yields:

has a

constant variance o%), > _

B(t+1 yi+n -\ 1 2
/HdY(t—l—n)exp(—s(T)( (1(++r))_|_z ((1+_|_r))" )_UQZ(Y(t—Fn)—Y))

n>0

/de’(t+n)exp (—s(T) <Ezl(t++$)+ZY (tja?:)}f_cj —;Z(Y(t+n)_y)2>

n>0
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with Y’ (t+n) = Y (t+n) — Y. Neglecting the terms Y’ (t+n)Y’ (t +m) for n # m, since they are null in
expectations, the exponential rewrites (for a time horizon T > 1):

oxo <_5(T)<B(1(t++r;)+ny(tq(L1n):)2/C’> —;Z(Y(t—l—n)—?)Q)

n>0

J’_
exp ((—s (T)<% + % (Y — C‘))

for 0% < 1 and since s (T) < r < 1.
and the integration over the Y’ (t + n) leads to a weight:

exp (—s (T)<7B( ftjri) - C)) ¢ 2T <B(1(t++r;) e

~ exp (—s (T)(% + % (Y - C’)) )

since s (T') < r and thus m < s(T)o? (1 +r) < s(T). Using that:

—
I
Q
N—
~_
V)
N———

B@+1):§:Yﬁ+n) ZC(t+n)

1+7r = 1+nr" = (1+r)"

the weight can be written:

exp <_ (B(t)—i—Y(t)—%—C’) _S(T)<Z 5(”1(:4;;}) _Z%(t:r;}) +7{(y—c)> )

- o (-Cw-or (SR SR L -0) )

_ _ _ _ 2
— exp —(1+s (T))(C (t) - 0)2 -8 (T)(ano % - Zn<0 % -0+ % (Y - C))
25 (1)L o T = Lo TR —C =2 (C-7)) (C(®) - C)
=\ 2 n n ~ _ ~\2
e TCO-C) s (DS o TR = Tco S — S + 2 (7= 0))
25 (1)L hco HE — Lo G - C = 1 (€= 7)) (C (1) = O)

as in the text, the terms in the exponential depending only of past and predetermined variables are irrelevant to the
statistical weight, so that this one can be written:

o (- (c0-0-sn( SR S0t v Lo -a))))

n<0 n<0

= exp <— <<C t)—C+s(T) (C’— % (Y—C’))) _S(T)<Z 1(/1(3_‘;)7}1) _ Z ?fi—ﬁ;;’i))) >
~ 5 Y (t+n) I ETAN Y
~ exp < (C(t)s(T)<nZ@ e —nzw (l—l—r)")) )
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for s(T) < r, with Y (t+n) = Y(t+n) —C +s(T)C—-2(Y~C)) for n < 0 and C(t+n) = C(t+n) +
s(T)(C -1 (Y—-C)) forn <0. For B =1, s(T) ~ r, and then Y(t+n) =Y (t+n)— (Y —r0), Ct+n) =
C(t+n)—r (Y —rC). In first approximation, Y({t4+n)=Y (t+n), C(t+n)=C(+n).

We can now proceed as in the derivation of (60), and switch the representation to express the probabilies for the
variables. This weight can be written differently. Actually, it describes the variables

A s (T) Y (t+n) C (t+n)
X(t)_c(t)f (1+7”) <7§) (1+T)n 72 (1+T)n>

n<0

as gaussian and independent. Now, remark that at the first order in r:

(L+7)X () - X (t+1)
- . s (T) Y (t+n) Ct+n)
- (1+T)C(t)_(1+r) <r§) (1+r)" _7;)(14'7")”>

- s(T v 1+n c 1+n
ey (SR L))

n<0 n<0

12

A+ C@t)—C(t+1)+s(T) Y(l(Hl) é(t))

)
= (1+rfs(T))CA’(t)fCA’(t+1)+( (T))Y(tJrl)
- A A s(T) &
~ (1+r)C() C(t+1)+(1+ )Y(t+1)

It then allows to compute the density probability of:

S

§

—~

T)

T)Y(t+1)

A+mC@EH)-Ct+1)+

+

by writing:

/exp (-X*(t) - X (t+1))

><5<(1+r)X(t)—X(t+1)— ((1+r)é(t)—é(t+1)+

/exp (—X2 () — ((1+7")X(t) - ((1+T)C’(t) G+ S(Tl f/(t+1)>>2) dx (1)

~ A 2
(- + By e+)
1+ (1+7)°

exp | —

(C‘(t)fCA‘(tJrl)(l—r)+s(T)Y(t+1))2
2

R

exp | —

This stochastic process is constrained to X7 = 0 through the constraint:

. Y (n C(n
xn=0m (3 g T )= X i X =

0<n<T 0<n<T 0<n<T 0<i<T

Given that s (T) Y (t 4 1) has variance s> (T) 0> < 1, including the global constraint yields the statistical weight over
all periods:

(Ew-curn-n) ¥ (m) &)
xp 21+ 52 (T) 0?) 0 <o@2T 1+ _OggT (1—1—7“)")
(é (t+1)—C@t)—rC(t+ 1)) (ZO<n<T (1+r)" = 2o<n<T (12(:))")2
~ exp | —

2 To?
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Appendix 4

The results of the first section can be summed up as follows. We described a set of several individual economic agents
by a stochastic process defined in a space whose dimension depends of the number of degrees of freedom, that is
number of state variables, of the system. We now eplain how this description can e replaced by a field formalism that
will facilitate the computations for a large number of agents. For the sake of the exposition, we choose a simplified
version of the model developed previously, in its continuous time version. We start first by considering a single
agent discarding the global part of the constraint. We will then introduce an arbitrary number of agents without
interactions, and include the interactions ultimately. The behavior of this agent can be represented during a time
span T by a probability weight for each possible path of actions. For a path X (¢) of actions - such as consumption,
production, signals - for ¢ € [0,7] , the weight (17) is:

P(X) = exp <_ (;2 /OT ((iX(t))Q V(X (t))> dt>>

If we impose some initial and final conditions, X and X on the path, we can also write, as in the first section, the
probability of transition from X to X:

X(T)=X 2
P(X,X,T) =exp (—/ (; (%X (t)) +W (X (t))) dt) DX (t) (79)

X(0)=X

where K (X (¢t)) is a ”potential term” whose form depends explicitly on the agent’s utility function, or any other
intertemporal function the agent optimizes. It represents the probability for an agent to reach X starting from X
during the time span T'. It is the probability of social mobility - moving from point X to X - for an agent in the
social space. Written under this form, the probability transition (79) is given by a path integral: The weight in the
exponential includes a random, brownian motion, plus a potential Vi (X (¢)) describing the individual goals as well
as social/economical influences. It can be seen as an intertemporal utility whose optimization would yield the usual
brownian noise plus some external determinants. As explained before, we have to compute the Laplace transform
(27) of P (X, X,T):

Go (X, X) = /0 " exp (—at) P, (X, X) dt (80)

To do so, it is straightforward to check that (see Kleinert 1989 for example) P; (57 Y) satisfies a partial differential
equation:

ot

and that, as a consequence, its Laplace transform G, (57 Y) satisfies:

b (x,X) = (%Vif Vi (&)) P(X,X,s)

(%vQ S (1)) G (X, X) =3 (X - X) (81)

where 6 (X — X) denotes the Dirac function. The solution of equation (81) is the resolvent, or the kernel, of the
operator:

L:7%V2+OL+V1(£)

Introducing N identical agents without interaction is straightforward. Without interaction, the agents are indpendent
and as a consequence, the probability transition is a the product of individual probability transitions:

Pyt (X,Y, T) =Py (&,71) Py (XN,YN)
and the same applies for their Laplace transform:
Go (X, X) = / exp (—a (t1 + oo+ 1)) Poy (X1, K7) - Pory (X Xov) db..t (82)
0
= Gu (X1, X0) ..Ga (Xy, Xn)

From now on, in order to alleviate the notation, we will denote x; and y; the inital and final state for agent i (in the
case of a single agent, we will simply use x and y). The transition probability for N agents will thus be written:

N
H Ga (-Th yl)
i=1
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We will write G ((wz, yi)N) the probability of transition for N agents.

As explained in the first section, the field theory allows to express the product in (82) as derivatives of a single
function. To do so we consider (81). We can actually infer from (81) that the determinant of the integral operator
G« whose kernel is G, (K, Y) can be expressed as an infinite dimensional integral:

(det (Gu)) ™" = /exp (-/qz (;t)(—%VQ ta+t K(;r:)) ot (2) d;r:) DYDY (83)

where the integrals over ¥ (z) and W' (z) are performed over the space of complex-valued functions of one variable
x living in the same space as X and X, the initial and final states of one single agent. The function ¥ () is the
complex conjugate of ¥ (x). These functions are the fields introduced in section 1.

The formula (83) is simply the generalization in infinite dimension of the gaussian integral formula:

(det (M)) ™" = / exp (fX (M) X*) DXDX'

for X a vector of CV, X1 it’s complex conjugate, and M an invertible linear operator on CV, i.e. an invertible matrix.
To recover (82) from (83), one introduces the source term J (z) UT (z) + JT (2) ¥ (x) defined in section 2. We claim
that:

Jexp (= J(¥ (@)(—1V +a+ K (2) ¥ (2) + J (2) U (2) + J' (2) ¥ () dz) DWDV!
Jexp (= [(¥ (@)(-3V2 + a + K (z)) Uf (z)) dz)) DED}

exp </ J @)(-%VQ tatK @)) R dx>

exp < / J(x) Go (x,y) J' (x) dx)

(84)

This results directly from (84) by changing the variable ¥ (z) — ¥ (z) + J (z) in the numerator and using (83). As
a consequence, the terms in (82) can be recovered from (84). Actually, the transition function for N agents (84):

H Ga (wi,y:) (85)

can directly be written as:

ﬁGa (i, i) = K(U (63711) 5Jffy¢1)> (6] (iiN) 57 ?ym)> exp (J () Go (z,y) J' (m))}

Consequently, we now have an infinite dimensional integral representation for the transition functions for N agents:

J=JT=0

N 1
E G @iy 0) = e W @(=IV? +a + K (@) ¥ () da)) DYDY

) [(5J (5%) o.J1 ((swn)) <5J(im) 3.J1 ?xiN)ﬂJ:ﬁ:o

./exp <— /<\1: (gz;)(—%v2 +a+K (m)) U (2) + J (2) U (2) + J' (z) © (x)) d:z:) DYDY’

(86)

The normalization factor

1
Jexp ((= [(¥ (@)(=3V? + o + K (2)) ¥ (z)) dz)) DYDY

-1
= det (—%Vz +a+ K (m))

is constant and will thus be - whenever possible - omitted in the formula. Thus, the transition functions associated
to (79) are computed by taking the derivatives with respect to J (z) and J' (x) of

/exp (- /(qf (x)(—%VQ tatK (@) U (2) + J (2) U () + I (2) (:c)) dw) DYDY

The source term is usually implied and only reintroduced ultimately, at the end of the computations. As a consequence,

/exp (— /(\1/ @)(—%VQ +a+K (a:)) ot (a:)) dx) DYDY’ (87)
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will describe the same system of identical non interacting agents whose probabilistic description is (79).
We can now consider the case of interacting agents, which means including a potential term involving k agents

as in (23):
T Tn ) )
3 / / Vi (Xg;w,...,xg;w) dsy...ds
TRRTRAY 0

Where we set 6 = 1 and each agent having its own lifespan T;. We explain how to translate our probabilistic formalism
in a field description similar to (86), and including the interactions.

To do so, we introduce the so called Grand Partition Function for an infinite set of interacting individual agents
associated to the partition function (23):

3 ;!ﬁ/exp(—ati)/pxi (t) exp (_Z/Xi:jj <(; (%Xi (t))2 V(X (t))) dt) (88)

Xi(s)=vyi
- > / Vie (Xiy (t1) . X, (t)) dts...dty,

i,y ¢ Xi(0)=z;
Compared to (23), two differences arise.

First, the number of agents is variale. This is in line with our description of the field formalism in section 2. We
do not focus on a fixed number of agents, but rather on the interaction of several agents among a set of an infinite
number of agents. The number N of agents involved in the interaction process can be variable, eventhough very
large, and this is why we sum over N expressions similar to (23). The N! reflects the fact that agents are identical
in that context and is here to avoid redundancies in the sum over agents.

Second, the lifespan of the agents is different from one agent to another. As explained in section one we assume
this lifespan to be a random Poisson process of average é and we take the average over this process for all agents.
This the reason for the Laplace transform.

As explained above, without interactions, the transition probabilities associated to (88) can be computed with the
formalism defined by (87). To include the interaction part, we will now consider the potential Vi (X; (t)) as a source
term. To do so, we follow the presentation of (Kleinert 1989). Starting with the simplest case of no interaction, i.e.
Vi (X1 (t1) ... Xk (tx)) = 0, the function of interest to us is:

1 N X (ti)=vy; 1/4d 2
;mg/exp(fati)/DXi (t) exp (Zi:/xm—z,., <<2 (axi (t)) VA (XS (t))) dt)) (89)

Each of these integrals being independent from each others, the results for (89) is
Xi(ti)=yi 1/d 2 1
Z i H/exp —at;) /DX ) exp Z/ 3 (%XZ (t)) + Vi (X5 (1)) ) dt = Z Ni HGO‘ (i, s
~ .

which is a mixed sum over N of transition functions for N agents. Each product N, H Gk (zi,yi,a) computes, as
i=

needed, the transition probability from {z;},_,  to {y:},_; 5 for N ordered ager;ts during a process of mean

duration é Thus the sum can be seen as a generating series for these probabilities with N agents. However, between

identical agents, order is irrelevant, so that the probability of transition of the system from {x:},_; n to {vi}._; ~

is the sum over the permutations with N elements of the terms on (90) rhs. Since these terms are equal, the ”true”
N

probability of transition is [ Gk (zs,yi, ). The whole problem at stake is to recover the case with interaction (88)
i=1

from the ”free” case (89). This is done using the following method. Using the functional derivative with respect to

Vi (zi,) we write:

(Wl((sxil)z]\lnﬁ/exp(ati)/pxi (t) exp (Z/:(::y <<; (%Xi (t))2 + Vi (X (t))> dt))

N

'ﬁ/exp —at;) /DX eXP( Z/ o, ((; (%Xi (t)>2+V1 (X; (t))) dt))

{ 2/11(0) o dtd (Xs, (t) _xil)}

k3

—_
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where § (z;, (t) — x;, ) is the delta of Dirac function. By extension, this generalizes for any function V (z;, ), to yield:

/d:rilV Ziy) 6V1 Z N H/exp —at;)

< [ Dxit0 exp( 3 ((; (5x (t)) FTA (X ())) dt))
- ;]\:l”f[l/exp(ati)/'DXi (t) eXp< XX(:_)I;“ ((; I t v (Xi (t))) dt))
« {Z /X 1:0()_1:71 AtV (X, (t))}
and for any function of several variables, one has similarly:
> =N ﬁ / exp (-at) [ DX, (1) ex ( > / X(:_ ((; (5x (t))z e (t))) dt)) (1)
XZZ /71(0) %y” / )=, Vi (Xs, () . Xa, (t)) dty...dts

Xip ()=,

_ Z {(—1)k/d1}i1...d1}ikvk (@iy -oiy) g

i1, Vi (ziy) " 0Va (wiy,) }

XZNn H/exp —at;) /DX eXP( Z/:(::zy ((; (%X (t))2+V1(Xi (t))) dt))

) from (89), the next step is to exponentiate (91) to express (88) as

Z lN_[/exp —aty) /DX exp( Z/X o <( (iX(t))g—i-Vl(Xl(t))) dt)

Z /X o= "1 i (t1) .. X, (tk))dtl'"dt’“>

To find (88

Xi(0)=z;

15.e02

0
= exp <—/dled$€2kvk (acil xlk) 5V1 (CL‘ ) 6V1 (1? )>
71 1)

XZN'H/exp( ati) /DX exp< Z/ o (( (jtx (t)>2+V1(Xi(t))>dt>

In other words, using (90) one finds the partition function for the system of agents in interaction:

Zj\lf!f_[l/exp(—ati)/DXi () exp (_Z/Xxmn-yi <(; <%Xi (t)>2 V(X (t))> dt) (92)

i(0)=wz;

Xi(s)= y1
Z / (tl) Xy (tk))dtl...dtk)

Xi(0)=z;

1) 1)
= exp (—/dl‘,ldl‘szk (JJHCL‘%) Vi (x”)(sK (mik)>K50 X Z N HGO‘ a:l,yz)

i=1

We can now find the field formulation associated to (92). We have seen that (see (86)):

N

EGQ (i, g, ) = det (_%VQ +Q+K(x)>_l ) [(5J (5%) Jt ((sl‘n)) <5J(im) 6Jt ?xiN)>:|J:JT:O

. X /exp (_ /(qf (x)(—%VQ tat+ K (x)) U (2) + J (2) U (@) + T (2) (@) dm) DYDY
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so that, discarding the constant factor det (—%VQ +a+ K (at))fl7 one has:

zN: ]\lf!ilj/exp(—ati)/DXi () exp (-Z/XX(:_); <<; (%Xi (t))2 e (t))> dt)

Xi(s)=vy;

- Z / Vi (X4, (t1) ... X5, (k) dtr...dtg

i1, Y Xi(0)=2;

d
exp ( /d:cz1 dziy Vie (@i, .. xlk)(gvl( 0K (x; )
i1 ”c
o

)
- Kw(xnw%)) <6J (i) 077 fxw >] im0

X/exp(—/(\ll( )(—fv +a+K(x >\1ﬁ x)+ J (x T(x)+JT(a;)qf(a;)>da;)D\pD\1ﬂ

and this quantity is equal to:

K&f (69:) 6Jt ((S:r)) <6J (iiN) 6Jt ?xiN)>:|J=J’r:O
X/exp (-/qx(z)(—%vﬁcwvl @;)) 'l (m)dm—/J(x) U () 4+ JT (2) ¥ () dz
- Z / (ziy) W (23,) Vi (i s, ) O (24y) O (24,) iy oz, | DODET

In other word, the probabilitic description (88) of a large number of interacting agents is encompassed in the path

integral:
/exp (—/\1/ (m)(—%VQ tatW (m)) o' (2) da —/J(m) U (@) + I (2) U (2) do

— Z W (2iy) 0 (i) Vi (@iyooiy) O (20,) 0T (24,) dasy iy, | DODYT
11,0
The functional:
S(w,J) = /\1; (m)(—%VQ otV (m)) V' (2) do

+.Z /\Il(mil)...\ll (i) Vi (@iyooiy) O (24,) 0T (24,) diy i, +/J(x)qﬁ (z) + J" (2) ¥ (z) da

is a particular case of a field action functional with source as defined in section 2. It is straightforward to generalize
this formula for any type of potential involving an arbitrary number of agents by introducing over k yielding an
action:

S(v,J) = /\Il(x)(—%vg +a+V (x)) Ul () da
+>° Z / (iy) W (23,) Vie (iy ooy ) O () 0T (a5, dizsy o, +/J(x)\1ﬁ () + J (2) ¥ (z) da

k>21q,

As a consequence:

/eXp (—/qf (m)(—%VQ fat Vi (x)) o' () do (93)

> > / (ziy) 0 (23,) Vie (@iy ooy ) OT () 0T (xik)dxil...xik+/J(x) Ul (z) + T (2) ¥ () dz | DIDWT

k>2211,...0p

computes, by successive derivatives with respect to J (z) and J' (z), the transition functions of a system of infinite
number of identical agents, with arbitrary, non local in time, interactions Vj (X, (¢1)...X;, (tx)) involving k agents,
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with k arbitrary. The constant « is the characteristic scale of the interaction process, and é the mean duration of
the interaction process, or alternately the mean lifespan of the agents. The transition functions are given by:

Gic (fai} i} ) (94)
= (emaren) - Gemara) [oe (e (57 rerxw) '@

=0T W@a) W () Vi (@i O (20) 8T (24) + T (2) O () + T (2) @ (2) | DYDWT

k>201,...05

J=Jt=0

and Gg ({zi},{yi}, @) is the probability of transition for N agents from a state {z;} to a state {y;}. Remark that
this formulation realizes what was announced before. The switch in formulation induces that the transition of the
agents, i.e. their dynamical and stochastic properties, takes place in a surrounding. Instead of computing directly
the dynamic of the system, we derive this behavior from the global properties of a substratum, the global action for
the field ¥ (z). By global action we denote the functional, or action:

S(\P):/dm W(w)(—%vz—i—a—i—K( ) +Z Z U (20,) W (23,) Vi (@1 oo U (0,) 0 (2, )

k>211,

Appendix 5

We start with the statistical weight associated to the intertemporal budget constraint:

) )’ Jo (Yi(s) = Ci(s) exp (= [ ri(s)ds) d
exp(Zwlz(C’SC’(lcf:r)) +gco>exp ,( ezp )

s

T Y (s) —C; (s)) ex 7 (
~ exp(—Z:(CSH_CW_TCS+1 —l—ZCo)exp —(IO( © 92p( f ) )

s

with Cop = Py . Now, remark that the budgt constraint:

/(Y (s) — Cs)exp (—rs)ds =0

can be expressed as:
/(Kl (s)+e (s)) exp (—rs)ds =0
or as:

/K (s) exp (—rs) ds = —/5(5) exp (—rs) ds

The last term has variance ;—i which implies that the overall constraint can be included in the global weight through
a term: )

2 i (s)exp (—rs)ds
with:

/KL (s)exp (—rs)ds = [Ki(s)exp(—rs)]s + /rKi (s)exp (—rs)ds
= —K;(0)+ /rKi (s)exp (—rs)ds

if the transversality condition is satisfied. At the lowest order in 7 or r, the contribution is approximated by K; (0)
and can be neglected. We end up with a contribution:

exp <—Z; (c:-c- gf§:3>2+zco>

K




or in continuous time:

. \2
exp —/ds(cs_rcs—’—c)—i—co/ds

w2

Appendix 6

Business cycle model, field theoretic representation

The field theoretic equivalent of (42) is obtained by the same methods we used previously. One obtains the following

action for the field:
v 0 —AF (K)+C+4(K)
S(\I/)—\I/WK,C,A)(—V.(( 0 w? )v+2<(AF’(K)+rc)C+C*>>
0 0 0
(A

3 (C=C) + (A — A)’ + (= (AF (K) — 6 (K))' — AF' (K) —1.) + a — co) U (K,C, A)
—|—'y\I/T (K1,Ch, A1) a (Ka2,Ca, A2) {A2H (K1, K2) K1} ¥ (K1,C1, A1) ¥ (K2, Ca, A2)

ﬁ:,\uo o

- /\IJT(K,C,A){—wQ%—%%HQ(C—C‘)Q+(Ai—fi)2—y2£(2
+ (220 - AP (R) 45 (K)) e +2 (AF (6) +70) (€ = C) o + 25 (AP (1) ~ 5 (K)) )

+2 (AF' (K) + 1)} U (K,C, A)

+/\1ﬁ (K,C, A)(— ((,3{ (AF (K) — 5(K))) — (AF' (K) +7¢) + o — Oo> U (K,C, A)

1
+75 /qﬁ (K1,C1, A1) UT (Ka, Co, Ag) {AsH (K1, Ko) K1 + A1 H (Ko, K1) Ko} U (Ky,C1, A1) U (Ko, Ca, A)

Let 6 (K) = 0K as usually assumed. The previous expression simplifies as:

S(\IJ)—/\I/*(KCA) - 26—27i8—27u2 > +(A—-A)* —2(C— AF (K) + 6K) 9
- T “ocr T xoAz U oKz oK

o,
oC

+2 (AF' (K) + ) (C - O) P (C— 0)2} U (K,C, A)
+/\Iﬁ (K,C, A)(a+2AF' (K) + (rc — 6) — Co) ¥ (K, C, A)
1
-i-’}/i /\IJT (K1,01,A1)\I/T (KQ,CQ,AQ) {AQH (Kl,KQ)Kl -|—A1H(KQ,Kl)KQ}\II(Kl,Cl,Al) \I/(KQ,CQ,AQ)

If we consider that the rate (AF’ (K) + r.) is slowly varying, as an interest rate, we can perform a change of variable:

U (K,C, A)

exp (% (AF' (K) +7.)(C - C) ) (K, C, A)
VT (K,C,A) = exp G% (AF" (K)+r.)(C - C) > (K,C, A)

and rewrite the action as a function of W:

0
0K

s(@):/@*(KCA) 2L 1O L& + (A= A) —2(C - AF (K) + 0K) —
' ac? 2 9Ar " BK?

w2

+<g2+W>(C—0)2+a—Co+AF'() 6} (K,C, A)

1 [ .
g / Bt (K, Cr, A BT (K, Co, Ao) {AoH (K1, Ko) Ko + AvH (Ko, Kq) Ko} (K1, Cr, Ay) W (K, Cs, As)

Then, a change of variable
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K' = C—AF(K)+dK

o , 0
associated also with the assumption that the rate § — AF’ (K) slowly varying, as well as a rescaling W e
leads to:
- - 0? 1 02 2 07 -\ 2 0
_ T / _,2v v 2 _ / _ _ _ / /
S(\I/)_/\p (K,C,A){ @ o~ (= AF (K) 5 + (A= A)T 20— AF (K)) K' 5

+<§2+W,(K)+TC)2>(C_C)2+@—CO+AF’( ) — 5} (K',C, A)

+75 /qﬁ (K1,Cr, Ar) U (K3, Oy A2) {A2H (K1, Ko) K1 + AtH (K2, K1) K2} W (K7, C1, A1) W (K5, Ca, As)

Ultimately, one can recast the action in a tractable form through a second rescaling of the field:

(K)
eXp( 22 (5 — AF’(K))) (K., 4)

U (K, CA) = exp<2yg(5 AF (& (K',C, A)

¥ (K',C, A)

and thus:
S () :/\Tﬁ (K',C,A) {,w a0z e~V (- AF (K)o + (A A)

n <§2+W/(K)+”)2>(0_0)2+(I§;)2+a—00}\IJ(K’,C,A)

w2
1 T ! T ! T, ! T, !
+’y§/\1ﬁ (K1,01, A1) W' (K}, Co, A2) {A2H (K1, K2) K1 + A1H (K2, K1) K2} ¥ (K1, C1, A1) U (K3, Ca, As)

The relation between ¥ (K, C, A) and ¥ (K’,C, A)

W(K,CA) = exp (ﬁ (AF’ (K) +1.)(C — 0)2) exp <_ o ur ( K))> ¥ (K',C, A)
U (K,C,A) = exp (-% (AF' (K) +rc)(C — é)2> exp (W % (_KA)F (K))> ¥ (K',C, A)

implies at first sight that ¥ (K’, C, A) and ' (K’,C, A) are not complex conjugate. This is the consequence from the
fact that the operator involved in the definition of S (V) is not hermitian, or self adjoint in the real interpretation.
This non hermiticity is itself the consequence of an asymmetry in the transition functions: due to a drift term, the
transition probability between two points is not symmetric. However, one can make sense of the partition function:

/ exp (—S (¥)) DEDT' (95)
and show that it computes the same partition function as:
/exp(—S(\p))Dquﬁ (96)

To do so, we first define:

L= 2 L O A A 2(C— AF(K) 4 6K) 2+ 2 (AF (K) 4 1)(C - C)
acz ~ xzoaz U aKe oK ¢ ac
§2(C—é)2+a—00
, o? 1 02 , 2 0? (AF' (K) +1.) N2
L' = —w2802_pw_y2(6—AF (K)) WJF(A A) +<<2+ = (C-0)
(K')?

+——+a—-Co
v
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and then:
Ul (K,C,A) LY (K,C,A) =¥ (K',C,A) L'V (K',C, A)

so that:
L' = exp ( 2;2 (AF' (K) +r)(C — 6‘)2 + 22 (3 (_KA)F/ (K)))
x L exp (2;2 (AF' (K) +rc)(C — 0)2 T 202 (s (,KA)F/ (K)))

Then, to make sense of the partition function (95), we will compare it to the computation of (96). To do so, recall
that the partition function for v = 0, that is (96), is defined as det (L_l) and that this quantities is computed via
the eigenvalues of L:

det L7! = H dzndyn €xp (—TnAnTrn — YnAnlYn)

This expression makes sense since the eigenvalues of operator L have positive real part. Let o, = x, + ty, and

al =z, — iyn, det L' rewrites:

det L7! = H dandaIL exp (al)\nan)

This expression is real, since L is a real operator, and if \, is an eigenvalue of L, so is A,. Consider the expansion
of ¥ (K,C,A):
U (K,C,A) =) oV, (K,C, A)

where U, (K, C, A) are eigenfunctions for A, of L, then, define ¥ (K, C, A) as:
(K, C A) =" ol W] (K, C, A) (97

where ¥}, (K, C, A), eigenfunctions for A, of the adjoint LT, and <\Il1n (K,C,A),9, (K,C, A)> = Om,n-
As a consequence, the partition function rewrites:

det L' = exp (=S (¥)) DeDW!

This is (96), but the field Ut is not the complex conjugate of ©, and has rather to be understood as given by the
expansion (97). Now, focusing on (95), consider the transformed eigenfunctions:

gz (AF (K)+1)(C = O + s S (£0)

v, (K’,C,A):exp ( )\I/n(K,C,A)

that are eigenfunctions of L’ for eigenvalues \,. Actually:

L'V, (K',C,A) = exp <_21 (AF" (K) +rc)(C 0)2 + 202 (6 (_KXF/ (K))

) LU, (K,C,A)  (98)

2
= AT, (K,C,A)
Moreover, we define:

L (AF (K) +7)(€ =€) - 202 (6 (E(A)F (K))

2w

Tl (K',C, A) = exp ( ) Ul (K,C,A)

the eigenfunction of (L')* for A,. The functions ¥,, (K’,C, A) and ¥,, (K',C, A) are orthogonal :
(Th (K,C,4), 0, (K, C,A)) = (W], (K,C, A) W (K,C, A)) = G (99)

as a direct consequence of:

(L/)+ = exp (2;2 (AF' (K) +7.)(C — 0)2 T 2208 (—KA)F’ (K))) L
X exp <—2;2 (AF' (K)+71:)(C = )" + 202 (§ (—KA)F’ (K))>
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and

(LY 9l (K, 0,4) = exp( (AF'(K) +re)(C — C)* — )LWL(K,C,A)

2v2 (0 — AF' (K))
= ML (K, 0 A)
since these two relations imply:

82

IR ? 1 / 2 1)2
/\I/T(K7C7A){—wQﬁ—F@_’}(&_AF (K)) aK/2+(A_A)
/ 2 12
e R R AT IVNY)
w 14

/\Iﬁ (K',C, A) L'V (K',C, A) = /Zain\mn (K',C, A) Anan ¥, (K, C, A)

/ Z am)\nail

/ > al Ul (K, C,A) \an U, (K, C, A)

= /qﬂ (K,C,A) LY (K,C, A)
As a consequence of (98) and (99),
/ DDV exp (— / v (K,C A) LY (K, C, A))

and
/DéD\Pexp (f/\iﬁ (K',C,A) L'V (K',C, A))

compute the same partition function. We can thus consider the following action:

$(8) = [ 81,00 {5 Sz = 6 A () g+ (4 ) 000
(e R om0 U o s e

1 [ ,
+’y§/‘1ﬁ (K1,C17A1) (K27027A2) {A2H (K1, K2) K1 + A1H (K2, K1) K2} W (KluChAl) (K27027A2)

as stated in the text.

Existence of a saddle point

We first set H (K2, K) = 1, and A = Ao+ 3 (A) with 5 < 1 to simplify the computations, but any function H (K2, K)
could be considered. Before considering the saddle point equation, we can note that for v < 0, no minimum can exist
for S (\If) Actually, for v < 0, the quartic term:

75 /‘IJJr (K1,C1, A1) U (K5, Co, Ag) {A2 Ky + A1 Ko} ¥ (K1, C1, A1) W (K5, Ca, A)

is negative, and if we let ||\Tl (K1, Cu, A1)H — 00, then this term dominates, so that S (\I/) — —00. Thus, to inspect
the possiblity of a minimum for § (\I/) we have to consider v > 0. The saddle point equation is:
{_ 2 00 19

2 1 2 82
= o0z ~xegaz v - AFK) 5

+ (g W)(C—C)2+(I§;)2+a—(/‘o}\1’1 (K,C,A)

w?

+ (A= A)® +2(A—T3) A

+yn (T2 A+ T'sK) ¥y (K,C,A) =0
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where:

/‘I’I (K2,Ca, Ag) Koy (K3, Ca, Ag) = T

/‘I’I (K2,C2,A2) AgV (K2,C2,A2) = T3
_ A
) = K- Arm)

The term 2 (A — I's) 5A comes from variation of A = Ao+ [ U1 (K', C, A) A¥ (K', C, A). We impose ||¥; (K, C, A)|| =
1, so that ¥ (K, C, A) = /n¥1 (K,C, A). We can also replace K with K’ through the relation:

K' =C—AF (K)+ 6K =g " (K)+C

82

52 1 92 / A A
{‘WQ@ “xaar Y O AR ) g + (A= A) 42 (A~ T)ed o
AF/ c 2 S )?
_’_<g2_~_((‘:;+7")>(c_0)2+u;)+a—Co}\If1(K,C,A)

o <r§A+r3 (g (K;C)» U, (K,C,A) =0

For the usual form F (K) = K°, with e < 1,

g " (K) :K(l— M{%)

and above a minimal level K:

AK  _ AK® - K—-K\ e(l-¢ (K-K\*
SKi= = % Uk 2 K

2
.
> X
/;\
_|_
™
7 N
=
=il |
=
N—
N—

and:

o) 2 a2 (1+<K;KK>)

’ 1 € —¢ —AE —¢ [e—2
K:g<Kfc) (K'—C)+AK*(1—¢)—4c(1-2e) K

so that:

5 - 6 — AeK=—1
L [eA\TE _ , _
C+ (6 — AeK* )<7> —AK*(1—-¢) < K'C - AK®* (1 —¢)

6[’{175

A>

For this particular form of production function, (101) is then:

2 / 2 82
Tacr ~waw v O AP ) G

+ (3 + WI(KW)(C ~-C)* + () +a-— Co} Uy (K,C,A)

w2 V2

{7 2 921 & F (A=A +2(A-T3) %A (102)

(K' - C) + AR® (1 — ¢)

+n (F;A + I3 ) Uy (K,C,A) =0

§— A1
where:
Iy = <C>7F2:<K’>7P3:<A>
o (K’—C’)+Af_{€ (1-¢)
? §— Acke—1
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and the brackets denotes the expectation of the quantities in the state ¥i. The potential terms in (102):

(K'—=C)+AK® (1 —¢)
§— AeKe—1

w2 V2

<<2 L AR bre) T“)2>(C -0)" + (K’ + (A= A)* +2(A—-T3) A+ (P;A +Ts

~ <<2+Wm> (C-0) + ([i;) + (A= A)° +2(A-T3) %A +n (F;A+F3

(K' —C)+ AK® (1 —¢)
6 — F38K571

with

_ (K'—C)+AK*(1—¢)\ _ (T2-I1)+K°(1—¢)Ts
2T 5 — AcKe-1 - § —TaeKe-1

and the potential terms are then:

v o= <<2+(AF/(K)+TC)2>(C—C)2+(K/)z+(A—((1_z)A+%r3))2

w?

I, —T Ke(l1—¢)T K' —C)+ AK® (1 —
+v’7((2 D R0 g, J AR~ ¢)

_ Z A% — (1= ) A+ 5T3)?
§—Tseke—1 5 —Taeket )+ (1 =29 A+ )

and can be written in a compact form:

vo= ("(x-X)(x-X)+(T)MX) (103)

_ (v _ 5. Lo - Ll -1 ¢
= ((X X+39 MF))Q(X X+350 MF) 7 (TMQ MT) + (‘T) MX

+A? — (=) A+ %F3)2

with:
, 2
c\ c r (<2+7(F3Ff2”“)) 0 0
X = K’ X = 0 = T2 ,Q = 0 1o
i oz
0 0 -1
M = — | o o 1

— [Ce—1 _
0 —TseK 11 Ke(1-e)

From these equations we can identify the mean values of the variables. Given that we anticipate a gaussian form for
¥, (K, C, A), we have to implement several constraint. Actully, we assume that C' > 0, A > 0, so that the distribution
for these variables has to be cut off for the egative values. The variable K’ on its side is also constrained by the
model and our assumptions. First, given that:

(K' —C)+ AK* (1 —¢)

K = —
0 — AeKe—1

The variable K has to be positive, so that:
K <C—-AK°(1—¢)

Moreover, we have assumed that:
d—eA(K) ' <0

which translates in:

B (K'—=C)4+ AK*(1—¢)\"!
0 eA( 53— Akt <0

or equivalently:
1
_ T—¢ _
C+(6- Ast‘l)(%> —AK*(1-¢) < K’

As a consequence, the domain for is bounded K’:

1
_ T-¢ _ _
C’—!—((S—Ae[(a_l)(%) —AK*(1-¢) <K' <C—-AK*(1—¢)
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We will see later that the existence a non trivial phase is possible if A> 0. As a consequence, we can assume that
C—AK®(1—¢)<0and
1
_ A\ T—¢
|6 — Aek*7Y| (%)

wich means that a good approximation for the domain in question is:
K <C—AK*(1—¢)

Given these conditions on the variables, the equations for the average values can thus be written as:

r - X- %Q’IMF X (104)
Lo\ e o
o= (1+507M) (X+%)
A~ Cl
with X; = K{ |.The variables C; and A; express the shift due to the cut off for the negative values of C' and A.
Ay
_X4lo-1yT)? ¢_1lo-1yT)?
I3 Xvexp <——(X X+22;:2 Mr)l) dX, 7 &XP (—7()( 2;;2 MF)1>
¢, = — . =/w . (105)
_Xilo-1 _1g-1
[ exp (_ (x X+22w§22 MF)1> e T erf ((X Q\S/gwMFh)
[ Xz exp (_ A(X—X+%29*1Mr)§> X, , o (_A(X-%s;*er)g)
A = . = - (106)

whereas K| expresses the shift due to the superior bound for K’:

CARS(1— X-X+L1lo-tumr)?
f_CooAK (1—¢) X3 exp (7( +3 F)2) dXs

2|6—Tgeke—1|v2

K, =
L= e _X+lg-1 2
O-ART1—0) o (_(X X+ia MF)2> X

—0o0 2|67F35f<5*1|u2
—— C—AR®(1—e)—(X—-1a~1mr) )?
\/g\/ |5 — Tseke ! vexp <_ ( 2‘571—‘361?5*21‘1/2 2)
B C—AKe(1—e)—(X-1a-1mr
<erf (( - \Ei 2 )2)) + 1)

and this last expression can be approximated by:

(c—ARE(1—5)—(5(—%9*11\/11“)2)2
2|5—F35R’E_1|u2

exp <—
K| ~ —21° !5 — AsK’Eil‘

~ (107)
|c—AR=(1—¢)| 13
2—exp|—-19| ——
V2v2|s—AcKe—1|
For a saddle point equation written as:

82
OK'"2

0? 1 0° 2 N L1

_ _ 27_77_ 2 _ / t _ - 1 _ - 1

0_{ o~ epaz Y (6 — AF' (K)) + (X X +50 MF)Q(X X +59 MF) (108)
_i (‘'TMQ™'MT) + ('T) MX + (/F (=) A+ %F3)2) +a— co} U, (K, C, A)

Given that the o; have been considered relatively small for capital and technology, we can neglect the term proportional
to the exponential in (104) for these two variables. We will keep this additional contribution for C' only which shift
C by \/%w for small C.
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The constant term in (103) is thus given by:

—% (‘TMQ'MT) + ('T) MX =

—% (‘TMQ™'MT) + ('T) M <1 + %Q’IM) r
= ()M + %MQ*M) r
= (tX+X ) 1o ) (g taromtan) (14 taotar) (X+X )
! 2 1 2 !
Equation (104) can be expressed as an equation for I's:
2((1 =) A+5Ts+ A1) + ((C+ C1) — Ki) + ayn
4— (a+Db)a?(yn)* + 2B
L2 (01— ) A 50+ A0)(5 = TaeRK*1)” + ((C+C) — K) yn (5 = Tae K=
4(6 — F36K5*1)2 — (a+Db)yn)* (6 —TseK=—1) +2ynK= (1 —¢)
L2 (1= 5) Ao+ (2= ) #T's + A1)(0 = ToeR* )" + ((C+C1) — K) yn (5 — Tae K=
4(6 - ngf(f*l)Q — (a+10) ()? (6 —T3eK==1) 4+ 2ynKe (1 —¢)

I's = 2

(109)

where: )
w 2
a+b= +rkl1
?w? + (AF' (K) + rc)2
and: B
1 (1 -
o 5 K®(1 75)
0 —IzeK=—1 6 —IzeKe—1

At the first order in ~7, the equation rewrites:

2((1 =)Ao+ (2— ) »I's + A1)(5 — F35K571)2 + ((C‘ + Cl) — K{) n (5 — F3EK€71)

[3=2 _ .
4(5 —Tseke=1)" + 2ynK= (1 —¢)

For yn <« 1, we check that T's ~ 1’30%, in that case, using (106):
o 112
L e (_)\(X 2f; MF)a) , \ (1Ao )2
=0 TR RN S R B

and A; can be neglected, whivh leads to:

2((1—2) Ao + (2 — ) 5T3)(6 — T3e K1) 4 ((C + C1) — K1) (6 — T3e K1)
4(6 - ngl_(s—l)Q +2ynKe (1 —¢)

I's=2

We assume that (6§ — T'se K°') < 0, so that the marginal productivity exceeds the depreciation rate of capital, we

see below that the solution for 7 is of first order in § — (1‘3"%) eK° !, which allows for a first order solution in 7 to
be considered:

4 1K A(-9 - ((C+0) - K{)(& - 51%5_1)(1 g

(1—») 2 (5 61_(5—1)2(1—%)3

(1—3)

I3 = ol (110)

The quantities I'1 and I'2 can be expressed in terms of I's:
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4(C+C1) — (C+ ) ba? (v) +2a (1 — ) A+ 5D'3) ayn +2 (C + C1) aByn + (wzggﬁ;;ﬁggjuﬁ)

I'n ~ 2
4—(a+b)a?(yn)” +2apfyn
4(C+C1) = (C+Cr)ba? (yn)® + 2a (1 =) A+ xD'3) ayn 42 (C + C1) afyn + = 2§3i323(;7();§(irp)2)
= — = —T
3G (At )+ (05 G am) :
(’yn)2 ba? (C’ + Cl) + 2baryn ((1 — %) A+ %Fg) — (4 +2K°(1—¢)ayn — ( 2+(FS372(2)+TC>2>> K1
s =2
r, = —

4—(a+0b)a?(yn)* +2a8y

(yn)? ba? (C+ C1) +2bayn (1 — ) A+ »T's) — (4—i—2KE (1—-¢)ayn— ( (a7")2 >> K
<

2, (T3F (K)+rc)?

A
= - — = r
2(2((1 — ) A+ »L3) + (C + C1) ayn) °

For «yn # 0, one has at the first order in vn:

] = ()
I =C+Ci— _
L OO T S @R (AR (K) 4 o)) |5 - Teeke 1|

C can be found by writing (105) as

(-1 tur)? a2

2 eXp<_ =T 7 e (-5

Cl = — = — T
, T

1 —erf (7(F1\}Cl>1)

2w

exp (-2
B <f (ggg))

where we used (104). For C < 1, one has:

2
Cl ~ — T
s

The value of I's is computed in the same way:

2baryn ((1 — 2) A+ 5I'3) — (4+2K° (1 — &) ayn) K1
44 2afyn

Iy =—
At the zeroth order in 7, it reduces to:

I'; = K]
and the parameter K] is found by considering (107):

—— C—AR®(1-e)—(X—-L1a~'mr) )?
\/gy/|5—F36K5 Hyexp (—( 2‘5_1“35}?5721‘,,2 2)
erf (C—Akf(lfs)f(}?—%ﬂflMF)2) +1
\/2|57F35K€71|V2
I ——— (C—AR®(1-¢)
\/‘ 6 —IzeKe—1 yeXp( 2|6 Taeiem 1‘22>

= (c-AR=(1-e)—(X-1a-1MT),)
<erf( 7 2/ ) 41
21 _ 2 _ ,/2[57I‘35[_(5—1‘
CH+y\/zw—AK (1 -¢)| -
™ ™

o VT

R

v

|c—AKS(1-¢)|
|57F3£f(5*1|7/

for < 1 and using (104).
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At the first order in m, one finds:
VA (6 —T3e K7 ) + K° (1 —e)(1— (6 —T3eK" 1)) K}

_ /
Iy =K - 2(5— Tyekr1)? m

These expressions allow to find the expectation value of K in the state Wy:

K) - <(K’—C’)+Af(5(1—s)>

0 — AeKe-1
N (T2 —T1) + 3K (1 —¢)
o o — F3€K€71
(T2 — (C+2w)) + [sK° (1 —¢)
o 6 — F3€R5_1
which expands, at first order in ~yn, as:
r—K°f2 (1-¢) 1 ex — K§(1—¢)
K)=-— 1o — K (K°Ao(1—¢)—-Y (1 — B RS —
(K) v S BT (K Ao (1 —¢) =Y (1 - ) ) YAK (1 ~
_ 2( A
T (R Y = = (%)
2y T yr T S (@t 1 (AF (K) 1)) Y2
where:
Y = (0-TseK"Y)

mzC—l—\/»le

One can also compare the average production (Y) = (A) (K) in both phases. For vyn = 0:

€

Ao foflé—t;(us)

- ‘5 — Ke-lefo

<Y>O = 1

For yn = 0, neglecting the terms proportional to v and @?, one finds:

€

Ay [r— K22 (1-¢)
1— el1. A
» 57K 15%

¥), <

€

(Ko (1—e) =Yz (l— ) (1 7 (€+(1—5)f()) - KA (1-¢)

22 (1= ) ) (K) p—reea] )
with:
_ EKEAO
=
1—

For a minimal stock of capital lower than the average one, one has % < 1 and 7 > § since for the minimal capital
stock, the marginal productivity exceeds the depreciation rate to allow accumulation. As a consequence:

1—£5(€+(1<_§>)R):1—5(1+§)>0

for usual values of €, € 30.3. As a consequence (Y); < (Y), in most cases.

For the rest of the section, we redefine C' + \/gw — K{ — C. The previous results lead then to the quadratic
term in (102):

(%)(1 + ;MQ‘1>_1 (M + EMQ_1M><1 + %Q_IM) x
4y (5 = Tae K1) (2 (25250 +4)((1 = ) A4 #Ts) C + (225 +3) €2)
4 (ynie (1 —¢) +2(8 — Dzeke-1))?
4y (6 = Tae K1) 202k 4 4)((1 = 22) A+ 5Ts)°
4 (ynKe (1 —¢) +2 (8 — [zeKe—1))*

Jr
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Gathering the equation for I's, and the condition for the cancellation of the denominator leads to the system:

MK (1—e)+2(6—T3eK") = 0
2 ((1 — %) Ao + (2 — %) ;{1"3)(5 — F3ER571)2 + 6777 (5 — F3€R€71)

Iz = — 5 2 — —
2(6 —TseK==1)" — (a+b)(yn)” (6 —T3eK=—1) + K= (1 —¢)

_ _ 2 _

_ 25+zK¢(1—¢) K®(1—¢) ~ 2K (1—¢)

25+ xK°(1—¢) 2((1*%)A0+(2*%)% el )(w 5 ) — Cg? 2 1=0)
2eKe—1

N2 CRe1- i

4 (xiK (21 6)) + (a + by z3 20— (21 ) 4 2zKe (1 —¢)

which has no solution, and thus the potential is defined for all vn. The solution I's for 4y — oo has the asymptotic
form:

I's=cym

with constant ¢ satisfying: ~
(2 — ») e K12

c =
(a+b)
so that: ( VR .
a+b) K~
lg=~——+"——
’ (2 — 5) 5e R
The term § — I'3e K~ cancels at yn > 1, for:
0(2— )
- ————>1
R a+b >
3= — ceKe—1
and our approximations are no more valid above these values. For yn — %, one finds:

4y (2 (K= (1= 2))((1 = 32) A+ 5Ts) C - (1K= (1 =€) C2 = (yK* (1 =€) (1 = 2) A+ T5)°)
- 4 (ke (1 —¢))?
(((1 — 3) A4 3T3)° =20 (1 — 30) A+ 5T'3) — 62)
(1-e)K=

If ((1 — %)A + %F3)2 —2C ((1 — %) A+ %F3) -C?* > 0, i.e. for:

(1= 30) Ao + (2 — ») 53 > (1+\/§)é

that is: .
14+2) C — Q=20 fr1—c
Ay > LHV2) :
11—
then:
- 1o 1o Lo\ g
0 = (X)(1+§MQ‘> <M+ZMQ_ M><1+§Q_ M) X (0)

A

. 1N\ " 1. 1 (62— )
X) 14+ Mt M+-MQ'M)(1+0"'M) X [|——" 27
( ) + 2 + 4 + 2 a+b
Equation (??) has solutions of the type:

(\/ o+ 7(’“1;’“;’2>(C —1)?

Uninang = Hny ((C - Fl)) exp | — 2

A(A = T3)? , (K' —T5)*
X Hnp, (A F3)exp( D) Hyy (K" —T2) exp 2[5 — TyeK=1[1?
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with # defined by:

P+ re <5A ((K/_C)+AK€(1—€))E_1> +1re~ el ((F2—F1)+f(€ (1—5)1“3)6_1+Tc

§— AeKe—1 § —TDgeKe—1
if the integers ni,n2,ns and Cy satisfy the compatibility condition:
1 _ _ _
a—Co+ (T)(M + MO 1M> T+ A% — (1= 2) A+ T3)?

2n2—|—1
A

= —(2ni+1) §2w2+(f“—|—rc)2— —(2n3+1)|6—F35f(571‘

A minimum for the action may thus exist for

Co > a+ Min, ((T)(M + iMQ’1M> r) +1/s2w? + (7 + rC)Q—l—%—i— |6 —Tae K|+ (A2 (1= A+ %rg)z)

Since the minimum for ((tF)(M + iMQ_lM) F) is 0 for ym = 0, and since for yn =0, I's = ﬁ, A= (1‘370%), SO
that: ~ -
A — ((1—%)A+%F3)2 =0

and the condition reduces to:

1 e
Co>a+ §2w?—|—(72(())—&—7'0)2—|—X—i—|(5—1“35K‘E 1} (111)
In that case, the compatibility fixes the value for yn. For n1 = ne =ns =0 it is:

4y (6 - TaeR*1)(2 (250250 +4) AC + () +3) €2 — (25029, +4) 22)

§—TgeKe—1 §—TgeKe—1 §—TgeKe—1

0 =a—Co— (112)

4 (K= (1 —e) +2(5 — TzeK="1))?

B+ e + k6 — TaeR o (A~ (1 ) A+ 1))

g(n)

for (a+b) < 1. If we find a solution to (112) with n # 0, then (??) will have a solution with yn # 0. To inspect

(112), we compare the case yn = 0 and the case 'yn%%. For yn = 0:
— ( ) — e—1 2 — 1
AO € Ke(l—e)-C 1 AQSKE_
0) = a— C, 2,52 _ ; 24 = 4|y 20
90 = “*J“”*(%um) (5—<1A°%>6Ks-1> ”) SR S =
If one has: _
Aoe K™
06— —F—— 1
o <
then: B
Ke(l—-¢)-C

which implies:

_ _ e—1
Ay \°[ K(1-¢)-C
5((1—%)) (5@;@@—1 <1

1
g(0)=a—Co+ <2w2+(rc)2w2+x

so that:

. 6(2—3c) .
Now consider yn — =75~ In that case:

A2 = (1= 5) A4 5T3)° = (Ao +25)% — (1 — ) Ao + (2 — ) »T3)°

5 \? 5 \?
(AO-‘(‘%{:‘[—(?) — ((1_%)AO+(2_%)%6[_(5—1)

o (5 - Kf—le(léf;))((z —5) Ao + (3 — ) ey
) eKe

= —(1—-s
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and this is positive given our assumptions. Moreover, given the same assumptions:
(((1 — 3) At 3s)? = 20 (1 — ) A + xT'3) — 6*2)
(1—-¢)Ke=
(=00 55 ) 882 20 (1= (o 4 25 482 ) - 2)

- (1—¢)K® >0

and as a consequence:

(((1=5) A4+ 5D0) = 20 (1 = 3) A+ T5) - C)
(1—¢)Ke=

N N C)+AK*(1—¢)\""
rT+re =~ < 5— Ackce 1 + 7e
T, F1)+K5(1—5)P
o — F3EK€ 1

>0

e—1
) +7re —Te

since d — '3e K°! - 0 and e — 1 < 0. Then:

9(5(2_;{)%

1
— 2,2 2524 =
b )—a Co+\/s?w? 4 (re) w2+ - + U

A

with U > 0. As a consequence, g (0) < g (M) and for all the parameters satisfying our assumptions:

(14+12) 0~ G e

A
0 1—

A05K671

-

and all Cy such that g (%) > 0> ¢(0), that is:

1 1
Co G}a-k\/<2w2+(rc)2w2+X,a+\/§2w2+(rc)2w2+X+U{

there is (7)), such that the equation g ((yn),) = 0. An estimation for yn can be obtained by rewriting the compati-
bility condition (112):

. dn (2 (2G2S +4) AC + (5022 +3) €2 - (s +4) A7)
a—0Cp —

0 = 5
e Ke(l—e
46— TseK 1)(% + 2)
+1/2@2 4 (F41e)> + % |6 = T3e K57 + A% — (1 = 30) A+ »T3)?
as: __ _ _
z(2(x+4) AC + (24 3)C* — (z + 4) A7)
(@ +2)° -
with:
ynK® (1 —¢)
T = —
(6 —T3eK=—1)
D = K (1- s)(a —Co+ /2w 4 (7 + 1) + % +]0 —TseK* | + A% — (1 —») A+ ;41“3)2)

for » < 1, we can approximate (AQ - ((1 — %) A+ %F3)2) by its value for yn = 0:

Az—((l—}!)A—F%Fg)Z:O
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as well as 7 by 0. Note that D > 0, due to (111). The compatibility equation can be be expanded as:

z(2(x+4)AC+ (x+3)C° — (x +4) A%) — (x+2)° D
= (C*+2CA—A?-D)a” + (3C* +8CA—4A* —4D)x — 4D

Given our assumptions C? + 2CA — A? < 0 and 3C? +8CA — 442 < 4 (02 +2CA — A2) < 0, so that:

— (30 +8CA—44% —4D) — \/(3C2 + 8CA — 442 —4D)’ + 16D (C? + 204 — A2 - D)
2(C? 1204 22— D)

€r =

For Ag > 1 and D < Ap and thus:
4D

= <1
= [3C2 + 8CA — 447 — 4D
’6— 71‘4_0)(817{571‘ 4D
m < <1

Ke(l—¢) |3C?+8CA—4A2—4D|

1 1
Co €}a+\/§2w2+(rc)2w2+x,a+ §2w2+(rc)2w2+X+U{

Since:

with U defined by:

o (5 K=o a; (2 — ) Ao + (3 — 39 wzgeder)

= —(1- 11
U= ~(-x — (113)
cl—e cl—e 2 = Kl—¢ gl—e =~
(((1 - %)(Ao + %%) + %%) -2C ((1 - %)(Ao + %‘SK; ) + %%) - 02)
+ -9 k-
then .
a—Co+ <2w2+(rc)2+XG]O,U[
and:
’6 — l‘i—oxsf{e*l‘
n € O,SWU (114)

Saddle point stability

The solution of (??) may thus present a non trivial minimum, as asserted before. To prove this point, we have
to show that among the set of possible solutions of (??), the action S (¥) is bounded from below. Moreover, the
second order variation of S (¥) around the solution with the lowest value of S (V) has to be positive. We write this
second order variation 62S (¥). We decompose the variation ¢ (K, C, A) in three parts. The first part, ¢ (K, C, A)
is orthogonal to the fundamental ¥, (K,C, A). We compute below its contribution to 625 (¥). The second part
is proportional to ¥, (K,C, A) and corresponds to a variation of the norm 5 of \/g¥; (K, C, A), and we write this
variation 6,/n¥1 (K, C, A). The variation of the action with respect to 7 is thus:

L5 sw) = (6 )Q/WT(KCA) 2 L0 s ar (k)L
2V = v L “oc? T x2aaz Y K"
/ 2 N2
+(AA)2+2(AF3)%A+(§+W(ZZ+’"C)>(CC*)Q+(Ky2)+aCo}\lfl(K,C,A)

39 GV [ U .0 ) K0 (K,0,4) [ 0] (1,0, AW (K.C,4)
Given the saddle point equation (102), it reduces to:

%Ms (B) = 2v (5\/5)277/\111 (K,C,A) KU, (K,C, A)/\Iq (K,C,A) AV, (K,C,A) >0 (115)
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Since this the average value of A multiplied by the average value of K in the state U1 (K,C, A). The third part
is a combination of the variation in the direction of ¥, (K, C, A) and of the ¢ (K,C, A) variation orthogonal to
¥, (K,C, A). The corresponding second order variation is:

s - 8 [l A ) o
0> 1 & o2 9 02 49 (A
{‘WQacz‘ﬁw‘”Q(‘s‘AF () grem + (A=A +2{A-Ts) A
AF/ c2 ~ Kl2
(o A Yooy U o nm e

+2v ((s\/ﬁ)%/(@T (K,C,A) + ¢ (K,C, A)) KV, (K,C, A)/\p{ (K,C,A) AV, (K, C, A)
+2y (5@)277/\1/1 (K,C, A) KV, (K,C, A) /(LpT (K,C, A) + o (K, O,A)) AV, (K, C, A)
= 7(5\/5)277/@0* (K,C,A)+<p(K,C,A)) K, (K,C,A)/qf{ (K,C, A) AV, (K, C, A)

7(5\/5)277/\111 (K,C, A) KW, (K,C, A) /(tpT (K,C, A) + ¢ (K, C,A)) AU, (K, C, A)

where the saddle point equation (102) has been used in the last equation.We will show below that such a contibution
is neglible with respect to (115) or with respect variations involving ¢ (K, C, A) only. As a consequence, the second
order variation involving a variation in the direction of ¥; (K, C, A) is positive. We can now turn to the part involving
only variations ¢ (K, C, A) orthogonal to ¥ (K,C, A).

1525(\11) = / "(K,C,A) —w28—2 1o (6 — AF' (K))* K + (A —T3)? (117)
2 B aCc2 ~ X2 9A2 K" s
’r_ 2
+ <<2 + 7(’" +re) )(C’ r,)2 4 E =T QFQ)
w 1%

o+ (’T)(M+ iMQ’lM) I — Co+ 2 ((2— ) Ao+ (3 — 3) T3)(Ag — T3 (1 — %))} o (K,C,A)

2 (1= 5) (/(¢ (K,C,A) + o' (K, C, A)) AV, (K, C, A))2

o /(ga (K,C,A) + ! (K, C, A)) KU, (K,C, A) /(ga (K,C, A) + ! (K, C, A)) AU, (K, C, A)

Where \/n¥1 (K, C, A) is the fundamental previously computed for n; = ny = nz =0, (tf)7 and (tF)(M + iMQflM) r
is evaluated for this state. The perturbation ¢ (K, C, A) orthogonal to this fundamental state n1 = na = ng = 0, and
normalized to 1.

Given the compatibility condition,

0=0a—Co+ (T)(M + iMQ’lM) T +14/2@? + (7 +10)° + \% +]6— AeK"H + (A2 —(1-5) A+ %F3)2)

and the variation becomes:

1. ¥ 2 2 2 07 2

+(§2+W)(C_Fl)2+([(/;;2)2_( S2w? + (7 +7.)? +T+|5 AsK*™ 1|>} (K,C,A)
- / (go (K,C,A) + o' (K, C, A)) KU, (K,C, A) / (go (K,C,A) + o' (K, C, A)) AV, (K, C, A)

The first part of %525 () is positive given the definition of the operator, only the last part can be negative. Given
that:

yn/(ap(K,C,A)qLapT(K,C,A))K\IJ1 (K,C, A) /(¢ (K,C,A) + ¢ (K,C,A))A\Ill(K,C,A)

(K' — )+AK€ 1—¢)
6 — PgEKE 1

~ W/@ (K,C,A) + o' (K, C, A)) U, (K,C, A) /(ga (K,C,A) + ¢! (K, C, A)) AU, (K, C, A)
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in first order approximation in I'se K°~'. This expression is non null for the components (n1,n2,n3) = (1,0,0),
(0,1,0) or (0,0,1) of ¢ (K,C, A), to inspect the sign of £6S (¥), we can restrict to:
3
p=a1¥1,00) +a2%0,1,00 +as¥,0,1) = Zai‘lf
i=1
with
la1|* + [az|* + |as|* =

For each variable X;,

/ (0 (K. C.A) +¢' (K.0,4)) Xo, (K, C, 4)

/(¢ (K,C,A) + ! (K, C, A))(Xi — 1)U (K,C,A) +T; /(ap (K,C,A) + ¢! (K, C, A)) U, (K,C, A)
= (al—l—af)/\IIZ(K,C,A)(XZ—Fl)\Ill (K,C,A)
Now,

AT+A

(X —To) = 2w;

where are the annihilation/creation operators, and with:

2 ~ 2
< L (F+1e)

wi wo? wt
w . 1

: 6 — AF'(K)|
w3 = A

AS a consequence:
Jlet.coa ol (.0.0) xow (5,0, 4) = 222D (118)

and this allows to estimate the various contributions in (117). The term proportional to s can be computed as:

and
)6— ﬁ—OXEK‘E*l’
B I
4(K5Ao(1—¢) — CY (1 — %))
(1 5) ‘5 — Ao cRet| Re(1-¢)

1
‘a — Co+ /@2 + (rc)® + X’

a—Co+ ch ’

Other terms can be estimated in the same way:

vn/(cp(K,C,A)+@T(K,C,A))K\I/1 (K,C, A) /(w (K,C,A) + o' (K,C,A))A\I}l(K,C,A)

K' —C)+ AK® (1 —
vn/(so(K,C,A)ﬂoT(K,CvA))( 5 )FBEKE 1 2

((a2+a5) B (a1+a1)) T (“3“3)[(6( —e)

U, (K, C, A) /(cp (K,C,A) + o' (K, C, A)) AU, (K, C, A)

Vo ey V23 (a3 + a3)
= m § —Tseke-1 2ws
((QQM;)WV L (atai)e ) (as +a3) + L2EE e (1
) W/
= 6 — 1"3612'5—1

Moreover, for:

v =a1¥(1,00) +a2¥0,1,0) + a3¥(0,0,1) = Zai\l/
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the first part of 26°5 (V) is equal to:

82

sz t(A=Ty)’?

t 2 (92 1 82 2 2 2

v2

+ <§2+ %)(C—F1)2+ (B —Ta) ( 2w? + (7 +71e) + % + ]6—A5K5‘1|)}@(K,C,A)

2as|”

= 2|a1|2\/§2w2+(f—&—rc)2w2+ +2[6 — AeK° " |az|?

and then:

(onsei) e

1 2 . 2, 2 \a3| e—1 2x
5(5 S(T) > 2la1]’ /2w 4 (F+71e)’ + \ +2|6 — Ae K| laz|® + 7 5 Teek 1
(02+0«§)\/|5—F35K€_1|U (a1+af)w > «
- as + a
N ( 2V weseng )@ e G +a3)”
R § —TaeKe1 )
Given that:
(a2 + a3)as +a3)] < 4|az|las| < 2 (|as|” + |a2]*)
(a1 +ai)as +a3)| < 2(las]® + |a1]?)
(a2 + a3)as +a3)| < 4az|las] <2 (|as|” + |az|?)
(a1 + ai)as +a3)| < 2(las]® + |a1]?)
one has:

Y A O (V' &
2V
VA 2\//\\/g2w2 + (P 41.)?

7(a3+a3) Ke(1—¢)
(5 F3EK671

§—TzeKe—1|v
- (’m (lasl? + Jaal?) VDB 4 a2 4 o ?)

(as + a3)

(a3 —|—a§)2
A

+m — (L =)

VX 2laz]? K¢ (1 —¢)

+m =
N = Mo= Lok
|(5 — Fgekﬁfl}y

VA

| 2

) 212

+4(1— s

w

+naz|?

< ynlasf?

|5—Fgaf(€*1} 2K® (1 —¢)

1
R 2v/A o 1 (7 1) /\]6 [geKe-1| A
M/¢?2w? + (F + 1)
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As a consequence:

S0 > |2/ 1G4 - d jar |2

,/|5—F35f(€*1’u
+ [ 2]6 — AeK*"~ 1’7777|a2\

( VA
( 6 Taek=- 1!1/ 2K (1—¢)

A|d —Tzeke—t
2/ Wgwa—w' e

‘6 - f‘_—oxaf( el ‘ 4D
Ke(l—¢) [3C2+8CA—4A%—4D|
For Ao > 1, and for Cp such that D < Ay, there is a large range of parameters such that the contributions proportional
to |a;|?, i = 1,2,3 are positive, and thus 35S (¥) > 0.
We conclude by noting that for similar arguments, the sum of (116) and (115) is positive. Actually (116) has the
same form as (118) and is equal to:

|az|?

|as|?

Since we found that:

m <

7(5\/5)277/\1/1 (K,C,A) KV, (K,C, A)/\y{ (K,C,A) AV, (K,C, A)

fy(éﬁ)Qn/\I'I (K,C, A) K, (K, C, A) /((pT (K,C, A) + ¢ (K, C, A)) AV, (K, C, A)
virn ('

(K,C, A) + ¢ (K, C, A)) KU (K, C,A)/\p{ (K, C, A) AV, (K, C, A)

= 2v(0yn)*n(K)(4)
((ag+a§)«/|6—1"3e}?5—1|y7 \/ (a1+a1‘)w )(CL3+(1*)
2 (a3 + a3) 2 2/ VP2t (P hre)? 3
Py | (1) ) e ()
and
((a2+a§)1/|671‘3e}?5—1|y _ (a1+a1‘)w )(CL3 +a§)
gy (@t ad) | § 2V R o "
\/X 6 —I'zeKe-1
_ | (Wer)
\/X ‘5 F3€KE 1’

For values of Ag and K that are large enough.

Computation of the Green functions in both Phases

As explained in the text, to inspect the transition functions in the various phases of the system, one has to come
back to the initial set of variables (K, C, A). We consider each phase separately.
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In the phase ¥, (K,C, A) = 0, one can directly come back to the initial action for ¥ (K, C, A), and write:

acz ~ oAz U oK?
o
256 (

/qﬂ (K,C, A) {—w28—2 1o o +(A-A)° - 28% (C — AF (K) + 6K) (119)
AF' (K) 4 1)(C — C) + (a - co)} (K, C, A)

+2 /(\Iﬁ (K, Cry A) Av0T (K, Oy, A) ) (W1 (K, G, An) Ko W (K, Ca, Ao) )
We have set ¢ = 0, since we assumed ¢ < 1. We first neglect the interaction term and compute the transition function

associated to:

/\Iﬁ (K,C,A) —wz‘i 1o v o +(A-A)° - 29 (C — AF (K) 4 6K) (120)
v aC? N2 9A? OK? oK
12,0 (AP () £ 7)(C - O) 4 (o 00)} ¥ (K,C, A)

with A = 1“1—())( as computed in the previous sections. The corrections due to the interactions will be inspected in the

next section. The transition function is equal to the Green function for the operator:

AN A i

Y90z T oAz U oK?
+a —Ch

+(A—A)Q—2(C—AF(K)+6K)8%—2(AF’(K)+TC)(C—(7) 9

L =

oC

In the phase where ¥, (K, C, A) # 0, one has to proceed indirectly. Starting with action (100) (with H (K1, K2) = 1)
whose saddle point equation is (108):

50 = [0 0704 {55 3o~ 0= AF 6 g+ (=47 o2
(s G Yooy O oo o

H%/Eﬂ (K1,C1, A1) U (K5, Co, Ag) {A2 Ky + A1 Ko} ¥ (K1, C1, A1) W (K5, Ca, A)

One has to shift the field by letting: ¥ (K,C, A) = ¥ (K',C, A) + ¥ (K’,C, A). Using that ¥; (K,C, A) is a saddle
point, it yields the following expansion in the shifted field ¥ (K', C, A):

A 2 82 1 82 2 / 2 82 T\ 2
/ 2 N2
—&-2(;1—1_‘3)%14—1— <§2+Wm>(0—0)2+([§2+a—00}\IJ(K,C’,A)

+m /(qf (K,C, ) + W' (K,C, 4)) KW (K, C, A) /(q, (K,C, A) + W1 (K,C, 4)) AW, (K, C, A)
+g /(xp{ (K,C, A) AV (K, C, A)) /(\Iﬁ (K,C,A) KV (K, C, A))

+2 /(\Iﬁ (K, C,A) A¥' (K, C, 4)) /(qf{ (K, C,A) KV (K,C, A))

+% /(qﬁ (K,C, A) AV (K, C, A)) /(\Iﬁ (K,C, A) KV (K,C, A))
The term 2 (A — I's) A comes from the second order expansion of A = [ U (K’ C,A) AV (K’',C, A), using that, as
shown in the previous section (stability analysis), the product of the projections of (\II (K,C,A)+ ¥ (K, C, A)) K
and (\I/ (K,C,A)+ ¥ (K, C, A)) A on ¥y can be neglected. For the same reasons, the term:

m/(qf (K.C. 4) + W' (K., 4)) KW (K, C, 4) /(qf (K.C, A) + W' (K,C, 4)) AV, (K, C, A)
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can also be neglected. The last term:
% / (\Iﬁ (K,C, A) A¥ (K, C, A)) / (\Iﬁ (K,C,A) KV (K, C, A))

is a quartic interaction term in ¥ (K,C, A). As for the other phase, we discard this term that will be considered
perturbatively. Let:

I3 = /\p{ (K',C, A) AV, (K',C, A)
r, = /\p{ (K'.C, A) C, (K, C, A)
r, — /\pj (K',C, A) K"V, (K, C, A)
Moreover: « F4T 7 a )
— +I3K°(1—¢
UK, C,A) KV, (K,C,A) = ~2—1 -
/ 1( » &y ) 1( » &y ) 5 —TDacke 1
We are thus left with the following quadratic action:
5 2 0 19 2 / 2 02 )2 i "

w2 V2 5—F3€R571

+ <c2+ MHTC))(C—C)ZJr (K") +a—Co+mlsK + A L2 —Ty) +TsK° (1 _E)}‘P(KGA)

It is shown in the previous sections that under our assumptions I's = 0, and that I'; and I's are defined such that
the previous action rewrites:

S(@) = ¥(K,C,A) —w2i2—i8—2—u2(6—AF'(K))2 o +(A-Ay)?
B T 902 A2 9A2 OK" !
/ 2 N2
c . 1o
+<§z>+(AF(KWZ”))(c01)2+ (I;) +('T) (M+ZMQ 1M)F+m1+aCo}\I/(K,C,A)

where:

Ay = Ao+xTs

61 = F1

have been computed previously, and:

my = (T)(M + iMQ’1M> P (A% = (1= ) A+ #T)") +a = Co

I (§2 (FgF'(K)+rC)2) 0
w2
r - ( I ) =

I's -
Moo= ( o 0 1 )
0-TseKt ' 1 1 Re1—o)
Remark that m; has been computed in the previous section, and mj > 0. More precisely:

(((1=5) Ay 4 5T5)* = 2C (1= 5) A1 + A1) = CF)

= A2 — (1= ) Ay + »T5)? _
mi 1 (( 7) AL + 3) + TN

Now, it is possible to come back to the initial variables, through a transformation similar to the one performed
in the dirst section of this Appendix (and in the reverse direction):
(K')*
202 (6 — AF' (K))

U, (K,C, A) = exp (2;2 ((AF" () + re)(€ — &v)?)

) B, (K',C, A)
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T} (K,C,A) = exp (-2;2 ((AF’ (K)+7e)(C— 6‘1)2) + 53 © (_KA)F, (K))> U, (K',C,A)

This leads to the following action:

acz ~ xzaaAz U 9K? oK
P
JrQ%

/qﬁ (K,C,A){—w2 F _1& L& +(A—A1)2—2i(C—AF(K)+5K) (123)
(AF' (K) +1)(C = C1) +ma + (a — co)} W (K, C, A)

Then, the two phases (120) and (123) can be put on the same footing. Both actions have the form:

/qﬁ (K,C,A) —wza—Q 1o v o +(A-A4)° P (C — AF (K) 4 6K) (124)
T 0C? A2 0A? OK? ‘ oK
2.0 (AP (1) 4 7)(C — €)) +mi+ (- co)} ¥ (K,C, A)

for ¢ = 0 (phase with U1 = 0) or 4 = 0 (phase with ¥; # 0). We have defined:

_ Aog
A =
0 1_ X
Co = C
mo = 0

The difference between manifests thus both through the different values of A and A; and by the "mass terms” m;
In the phase (123), characterized by a non zero fundamental W1, the mass term m; is greater than 0, which implies
reduced transitions probabilities compared to the other phases. The duration of interaction is lower than phase 70",
which means a more static system. To solve explicitly for the transition function in both phases, one can use, as
before, the expansion above a minimal level of capital to express the production function:

€ [€ _ka
AF (K)=K® ~ AK +€Aiﬁ

with: N
A_():A:l_o ,A1:A0+X1—‘3

However, we will see below how to avoid this approximations. Neglecting the interaction term, and rescaling:
G(K,C,AK',C' A") = exp (—mis) G (K,C, A, K',C", A")
the Green functions for phase ¢ = 0, 1 satisfy a similar equation:

o? 1 9? o? N2 0 - _ -
2 2 . _ _ _ € .

K-K
Kl-¢

> L5 (K —K)+ (5f(+é))(125)

H% (Aek 4o =0) +m’} G(K,C,AK,C\A) =5 ((K,C,A) — (K',C", A))

Since A2 > 1, we first neglect the term (A — Ai)Q, to reintroduce it later.
in Fourier components:

G = /eXp (ile (C — O +ilxc (K — K) +ilaA) G
and (125) becomes:

2,2 1 5 2,2 . % ~ 9 il eds 9
{wlc+)\2lA+VlK 221K(5K+C) QZK(alC K81A+<5 K1*5)8ZK>

A ~joe—1 i . A / ! AN s ) )
+2lc (AieK*™" + 1) 8lc+ml}G(K,C’,A,K,C,A)exp( Zle)

We also define G as:




and this function satisfies the equation:

2,2 1 9 2,2 0 —e O eA; 0
l =1 Il 2l | =— — K°=— d— — — 12
{w C¥gtat vt i (8lc ala \" T K¢ ) ik (126)
- e 0 = )
+2e (AR 4 re) g+ ma o G (K, G, A, K',C', A') = exp —zzi:li.m
whose solution is:
G = /eXp (—mis) exp (—; Z liHi,jlj —1 Z lez) dS
i, i
with H and J satisfying the equations:
R : _ 17}
20— NH-H('N) = 251 (127)
17} 1
o’ = 3N
and where:
=2 0 0 —2 (Ai&_[{s—l + TC) 0 0
O = ( 0 ¥ 0 ),N_ -2 —2(6—1-?{“:'5 2K®
0 0 52 0 0 0
a b c
H = b d e
c e f
The initial initial conditions to solve (126):
HO) = 0 (128)
c-c
J(0) = K - K
Al
J = (C' — C_') exp (([115[2'571 + rc) s)
— C/ — C_') K'EA/ SA'
Jo = (K -K-|-— (_ . s B4
2 ( 2Ai€K5—1 + 7. — 5 6 - I,(EiAjE exp ( ( K1_5> S)
(C"—C)exp ((AieK*™" +71¢) s) N KA
2A4,e K=Y +r. — 4 §— fjf—is
Jz3 = jg = A/

To find H, we first compute NH + H (tN):

NH + H (*N)
—2 (f_lief_(s_l +TC) 0 0 a b ¢
_ —2 ) (5— [—5{“:’5) 2K ( b od e )
0 0 0 c e f
a b ¢ =2 (Aie K" +rc) -2 0
+<b d e> 0 4(&;515 0
c e f 0 2K° 0
2K%c— b (2rc + 2K° " Aze)

—2a (2rc + 2K Aze)
2K¢c—b (ZTC + 2[?571.&5)
—2a—b (25 — 2[7(5*1141-5)
—c (2TC + QRE_IAiE)

(

(
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—2a—b (25 - 2I_(5_1Ai€)
) AR —db—4d (5 — K= Ai) 2R — 2 — e (25 — 2K Aic)
2K°f —2c—e (20 — 2K°~" Ae)

—c (21“C + 2[(671/‘1‘8)

)
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and (127) leads to the set of differential equations:

a = 2a (27"0 + QKE_IfLs) + 202

b = —2K°c+b(2rc+2K° ' Aie) +2a+b (20 — 2K° ' Aje)
¢ 2c (rc + f(g_lflia)

d = —(4K°e—4b—4d (6 — K° ' Aic)) +2°

¢ = —2K°f+2c+2e(5— K" Ase)

whose solution involves 6 constants of integration, and given the initial conditions, it yields

wQ

_ _ rre—1 1.
a = CYC Sy A (et K1 A2) +arexp (4 (re + K°7'Aig) s) (129)
w? (exp (4 (rc + f(“lAis) s) — 1)
2 (rc + [(571&.8)

2
f = FS
c = azexp(2(re+ f(g_lﬁia) s)=0
w? exp (4 (rc + K’E*lfiis) s) w?
b = 2(6 4+ 7re — — _ _ _
azexp (20 +re)s) + 2 (rc + stlAis)(rC — 0+ 2K5*1A¢5) + 2(6+re) (rc + K€*1A¢e)
w’exp (2(6 + 1) 8) w?exp (4 (re + K¢ Aie) s)

(re =8+ 2K 1Aie) (0 +71c)  2(re+ Ke1Aie)(re — 6 + 2K=—1Ase)
2
w

TG (et K1 A)

€ T > (2 (6 a KgilAiE) s) + A2 (5 —2;(5*1141‘8) o A2 ((5 — ;(61141‘5)2
K° (exp (2 (6 - R’Eilf_lis) s) — 1) 2K*
- A2 (5 _ KE*lAiE)Q + A2 (5 _ Ks—l[lie) 5
2
d = _m +asexp (4 (5 — K Aie) s)
2K (exp (2 (6 - K'“IAZ'E) s))
- A2 (5 — Re—1Ae)?
2R25 }'_(26
N -k Ae) o (- Ko Ae)

w2

2 (6 — K1 Aie)(6 + re)(re + K== Ae)
w?exp (4 (re + K° ' Aie) s)
2 (rc + R’E—lf_lis)(rc -0+ 2[?5—11416)2
w?exp (2(6 +1e)s)
2(re— 0+ 2K Ae)% (6 + 1)

which is the result stated in the text. These expressions can be simplified given our assumptions about the parameters
and for m; relatively large, m; > 8,7, K ' A;e. Equivalently it corresponds to consider s < 1. In this case, this can
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be approximated by:

a = 2w’'s
2
f - F‘%
c = 0,
b = 0
e = 0
[ 2¢ 2
d = 2°s+ 4155_ 5 — 3w’s _ _
A2 (6 — Ke=14;6)" (8 +7c)(0 —re — 2K~ Age)
4K%s

R

A2 (5 — K=—14¢)?

so that:
2w? 0 0
o 2¢€ W2
H=| 0 24 Gy~ ook ias) O
0 0 =
For J, the formula simplify as:
Jo= (C-0)(1+ (/Lsf(sfl +7e) $)
. , _ (C/ - é) A,KE A joe—1
= (K R ik s T i kA | JI TR
(C, — C_’) A _jre—1 A'K¢
deRe g, —g (W (AR ) ) 4 o

= (K —R)1+ (6- MR s) - (C'— C) s +24'K"s
J3 = jg = A/

The Green function is computed through the inverse Fourier transform:

G(C,K,A,C',K' A, 5)

. N - K +C , 1
/eXP <_7/lC (C — C) — llK (K — K+ m) — ZlAA) exp <_2 leHz,J

2%

exp (-1 ("XH'X))

det H
with:
(C-=C)+
_ SK+C
X = (K7K+5 K5+1As +J2
A+ Js
w?> 0
_ 2K2E 3w?
H = 0 I/ + Na? +W 0
0 0 =

As a consequence, the green function between two points (C’, K’, A") and (C, K, A) is:

exp (—1 ("XH'X))

—iy Jili> diodlredla

G(C,K,A,C',K' A s) = 130
( S) 2w det H (130)
o R ) ) 5
exp _((c-éi)—(c’—éi)1+(a+5)s))2 B ((K*KﬂL A )*(( ’7K+75K+cl>(17as)f( ’—C,;)erA’KEs)) B 2 (a-ar)?
2w2s 2, 2K 2s
(2 + 35+ e )

2K 2¢e
2\/27r = (,,2 + 255 4+ 72(2%[3)6)
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with:

a = 6—Kl4;.
B = 24K .4
b+rc = 2a+p
AeK ' 4r. = a+p
The contribution due to the potential term (A — A)z can be reintroduced. Since the contribution of A in the
exponential is gaussian, that is, M7 the quadratic contribution can be introduced by adding a contribution

’ _ 2
(252-4)

5 s. Reintroducing also the factor exp (—m;s), yields:

exp (—mis) exp (—3 (‘XH ' X))
V2rdet H
_ L 5
-Ci) — - i)
_ L xmp<_<«7 C) = (¢~ Ok +(a+ﬂ)$)>
2V6w§§(uz+§§§—%a£§%ﬁ)s

(56— & 4 2520) (K~ K 4 E28) 1~ as) — (O~ Ci) s + AK"s) )

G(C,K,AC' K' A s) = (131)

Xexp - 2K 2¢ 3w?2
2 (”2 t Xz T 2(2a4+ﬁ)ﬂ> §
A+ A’
epa-ay (-4
xexp | — - S — m;s

Remark that we could also find an expression for G (C, K, A,C’',K’', A’,s) for all s, using (129) and (130): the
inversion of the matrix H would produce an exponential weight with non quadratic exponents. We will not develop
this point here.

As said before we can also avoid our approximations about the production function. Since we have considered s
relatively small, the expansion of the production function could have been done between the final and initial point,
for any form of production function. It amounts to replace the coefficients in the previous expression by:

A+ A K+ K’
R s F/( + ) (132)
2 2
A+ A K+ K’
g o= oAt A (AERN
2 2
b4+rc = 2a+p
A+ A, (K+K'
+ F + +re = a+p
2 2
Equation (131) represent a stochatic motion around an average path. The equilibrium value can be found by letting:
K = K =K.
cC = C'=¢C.
A = A=A,

and by setting the exponent equal to 0. One finds:
(1—¢) ALK — G,

c §— Ke—1A;e
Ce = G
A = 4
and replacing these values in the exponent, and equating this one with 0, yields directly the relations:
(C-C) = (C'=C)+(C—CYa+p)s
(K-K) = (K'-K)-a(K -K)s—(C' —C)s
N(A-4A) = —7%27 Aig
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In the limit of small s, and using (132), as well as K'BKI — K leads to a differential equation for the average path:

% (CH)-C) = (C@) —C)AF (K (1) +re — )
%(K(t)*Ke) = (AF' (K (1)) —0)(K (t) — K.) — (C (t) — Ci)
Azd(A—Zli) B (A-A)

e

This describes a simplified model of capital accumulation: the first equation id the usual Euler equation with interest
rate. The second one is the dynamic for the capital variable. The last equation describes the dynamic for the
technology level. The fixed point A; depends on the whole system and it’s interaction as seen in (110).

We end up this section by computing the Laplace transform of G (C, K, A,C’, K', A’ s), that is, the one agent
propagator of the system:

G(C, K,A,C,,K/,Alya) (133)
= /exp(—(mi+a_00)5)x 1—
o for % (v 35 1 i) o

X exp < (c-C) - (C"=Ci)(1 + (a+B) 8))2>

2w2s

((KfR'Jr %) - ((K’ - K+ %)(17043) - (¢’ fc_'i)erA’R'Es))Q

X exp N 2K 2¢ 32
2(v2+ 25 + = ) s
2
A+ A’
va—ap (A5 -4)
xXexp | — — s—m;s | ds

C=(C"-Ci)1—(a+p)s)

This can be found explicitly as the Laplace transform of a gaussian expression. Actually:

/exp(—mis) exp (=55 (((X —sV)H 1 (X —sY)))

_ 1 L fl%dEtisp(*i(tXH_lX)) b ot
_ /exp( (m1+2(Y)H Y)s) e Pdsexp ((X) H (V)

exp (f\/2mi FOVVH WA/ (XHX) + ("X) H (Y))
V2mi+ (Y)H-Y

and as a consequence:

G (C, K, A,C K", A',m,)
exp (—\/Zmi TV H Y/ (XH1X) + ('X) H™ (y))
V2mi + (CY)H- Y

« 2(cr_&)? I_K)atsK 1_Arie)? v K — Al
exp (\/2ml+< Jrﬁ)b_gg C) + ((K K) +6K+C AK) \/(C 02)2 T (K—K'))? , )+)\2(A4A)2>

9, 2K2¢€ 32 4 2, 2K2¢ 3
(2 +3E 5+ 203 m8) “ (v 4+ 25+ 5B s

\/2m1- + <a+,3>2$/-c~)2 N ((K'-R)a+(c'—C)—ark<)?

2 2K?2¢ 3w
R A1)

(a+B)C-C)C" =) L (- KN)((K'— K)a+ 6K + C' — A'K*)

202 2K 2e 3w2
2 (”2 t Xz T 2(2a‘+/3>5)

X exp
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Correction to the Green function due to the interaction term

The interaction term
%/\PT (K1,C1, A1) 2 (K2,Ca, A2) {A2 K1 + A1 K2} U (K3,C1, A1) ¥ (K2, Ca, A2)

modifies the Green functions of individual agents. The correction at first order in = is obtained by the application
of the Wick theorem to the interaction term. The contractions W' (K;, Ci, A;) W' (K;,C;, A;) being replaced by

propagators G (K;, Ci, A;, K;,Cj, Aj,m;). It leads to the contribution:
6G (C,K,A,C",K', A", m;)
’y/G (C,K,A,Cv, K1, A1,m; (A2K1 + A1K2) G (C1, K1, A1,C2, Ko, Ao, my;)
G (Ca, Ka, As, C" K, A'ymy) d (Cy, K1, Ay) d (Ca, K, As)

which is given by the following contribution.

exp( V2mi + (X)) H X1 /(XHX) + (*X) H™! (Xl))
V2ma + (X1) H-1X;
exp( V2 + (Xa) H 1 X /(X H T X1) + ("X1) H™? (Xg))
V2mi + (P X2) H-1X,
exp( V2Zmi + (X H*lX’\/(thH*1X2)+(th)H_l(X’))
V2m; + (X)) H-1X/

x (*X1) B (X2)

However, in this case, it is much more convenient to work with the time representation and to compute rather
3G (C,K,A,C',K', A’ s). The correction at first order in 7y is:

6G (C,K,A,C" K", A, s) (134)
= ’y/G(C7K,A7017K17A1731)(A2K1+A1K2)G(Cl,KlaAl,027K27A2752)

G (CQ,KQ,AQ,CI,K/,A/,S — 81 — 82) d(Cl,K1,A1)(CQ,K2,A2)d81d82
= v (A2K1 + A1 K>)

with a mean taken for a stochastic process constrained to start at (C’, K’, A’) and to end at (C, K, A). In first
approximation, one can approximate (A2 K1 + A1 K3) by its value along the average path. This one is given by the

minimization of:
/ (Lxmx)r (Lx+mx (135)
ds ds

for a path starting at (C’, K’, A’, s), and ending at (C, K, A, C’). The matrices M and H are given by the exponential
weight (133):

o (LC= 02O+

425

((K—K’)+2 ((K’—KJF%)OHL (ee) —A’KE) 5)2 CA2a-ay

4(V2+2A§j§+2(2::i2’6)5)3 4s
so that:
(a+B) 0 0 (a+pB) 1 0
M = 1 a —-K° |'M= 0 a 0
0 0 0 0 —-K°® 0
2w” 0 0 a 0 0
2e 2
H = 0 2(+ %+ i) 0 | =0 b o0
0 0 2 0 0 ¢
A2
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—1

a 0 0 (a+B) 1 0 a 0 0 (e+pB) 0 0O
0 b O 0 o 0 0 b O 1 a —K°
0 0 c 0 0 ¢

0 -K° 0 0 0 0
The paths that minimize (135) satisfiy:
a0 L x g lx - (" (H'M)) L ("M)YH'MX =0
ds? ds ds
or equivalently: )
%X—I—H(H_IM— (* (H_IM)))%X—H(tM) H'MX =0 (136)

We will solve (136), by looking first for a solution exp (Ns) at the first order in o and 8. A straightforward
computation yields:

(—(a+ﬁ) 0 0 )
N = -1 —a K° | +0/(a?)
0 0 0
1—u(B+a) 0 0
exp (Nu) = u(u(a+§)—1) 1—ua Ku(l-%u) +O(a2)
0 0 1

Then, a factorization X = exp (Ns)Y in the equation (136) leads to:

<d—2y +exp(—Ns)H (H M — (" (H'M))) exp (Ns) Dy 2NiY) =0

ds? ds ds
That is:
ﬁY—F -sf—1 —2a (1-sa)K® d—Y:O
5 0 0 0 s

which is solved as: p
<£Y) =exp (N'(s)) A

for A an initial condition and

2s(a+B) O 0
N'(s)=| is(sB+2) 2sa 1K°s(sa—2)
0 0 0

One finds given our assumptions of first order approximation:

14 2s(a+ B) 0 0
exp(N'(s))=| s (2sa + 35% +1) 1+2sa —K°s(s$+1)
0 0 1

and the solutions of (136) are thus:

X(u) = exp(Nu)(B+ / exp (N'u) A)

= exp(Nu)B+ P (u)A)
where:
u(ua +uf + 1) 0 0
P(u) = /exp (N/u) = é 2 (4ua+3uf +3) u(ua+1) —éKEu2 (ua + 3)
0 0 u

For a path where X (0) and X (s) are fixed, the constants A and B satisfy:
B=X(0),A=(P(s)" (exp(~Ns) X (s) — X (0))
To find the correction (134) in terms of initial and final points, we define:

2 X(O);X(s)

AX = X(s)—X(0)
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and the solution of (136) rewrites:

X (u)

exp Nu(

(1= (P ()X ())_I)X(O) +(P ( NP
= exp (Nu)((1 (P (u)) (P ()" (1 —exp(~Ns))) )
+eXP(NU)((P(U))(P(5)) (exp (—=Ns) +1) )

= exp (Nu)(P (u)(P(s))" exp(=Ns)AX
+exp (Nu)(1 — (P (u))(P(5))"" (1 —exp(~Ns))) X (0)

Some computations yield intermediate results:

1—(s—uJa+p8) 0 0
(P ()P ()™ = Tu(s —u) Zomtuazduf=s , 1-(mwa _LK®, (5 y)2sa — ua — 3)
0 0 Ly
u 0 0
exp (NuP ()P (5)) " exp (—Ns) = [ —Bu(s—u) sobuasd w Ly (g ) sotuacs
0 0 L

1 0 0
exp (Nu)(1 — (P (u)XP (5))7" (1 —exp (=Ns))) = ( —lua(s—u) 1 1Kua(s—u)

and one finds for X (u):

L 0 0
= ( —dtu(s—u)setue=3d u 1y KF (5 y) setue=d ) X (s)
0 0 u

o=

S
s—u
s

sS—u O O
+ ( 7%,“ (S _ u) 2sa—ua+3 % Keu (S _ u) 2sa—ua+3 ) X (O)
0

is 0 0
/ X =7 11232 %s f%K AX + vsX (0)
0 0 is

and ultimately:

'Y<A2K1+A1K2>:/ X(u)duM’y/ X (u) du
0 0

0 0 0 0 0 5 s°
= (W(o))(o 0 32>X(0)+(tAX)( 0 0 1s° )AX

0 82 0 1.3

s
0
+2(‘AX){ o
0

24

0
0
2

SIS
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This term modifies the transition functions as:
G (C, K,AC K A, s) (138)
xp <<<cc><o'cma+ms>>2 (s ) (4 Y1y a( ' )rran' ) *(“’f)

2., 2K2¢ 32 - 4s
4+ e S e )0

4w2s

4\/7r%2 (VQ + ilfg + (2(14’57)3) s
X exp (—’y <A2K1 + A1K2>)

We can write more precisely this correction. To do so, let us first remark that a weight of the form:

("(AX + MX (0) H ' (AX + MX (0)) +~ ("AX) R (AX) + 27 ("AX) R2X (0) + v ("X (0)) Rs X (0)

0 0 48 0 0 1s 0 0
Ry = 0 0 1s° yRe=1| 0 0 15 JRs=1|[ 0 0
2—1453 %52 - LK&s® 0 %32 —éK583 0 s°

and the log of (?7?) be rewritten:

with:

o K, o
v

+ MX (0))(H™ ' +~41)(AX + MX (0))) (139)
MX (0))(H™") (MX (0)) +~ ("X (0)) AsX (0)
X (0))(H™' + A1) (MX (0))

where M satisfies: ~
(H ' +~yR)) M =H "M + R

that is: ~
M= (1—-~HR: M +yHR>)

In our case, it leads to:

~ a+p 0 %as:;’y
M = 1 o — fbcs4 2 1bs’y — K°
—icsty 205 5 iK‘Scs v — stcs ~

To complete the computation, we rewrite the two last terms in (139) as:
(" (MX (0))(H™") (MX (0)) +v ("X (0)) RsX (0) — (* (MX (0)))(H™" +~R1)(MX (0))
= ("(MX(0))(H") (MX (0)) + ("X (0)) Rs X (0)
— ("X (0)(*M +~ ( 2) H)(1—~ (‘Ri) H) (H'M +~Rz2) X (0)
= (X () BX ()~ (X )3 (‘B2) M~ (‘Bi) M+ 7 (‘M) B2) X (0)
X (0)

= (' )(Rs—(( M)(2Rz — R1))) X (0)
Defining H~! by:
7' = (H71+’YR1)
w0 577
= 0 é is27
€ .4
e L e
and:
H = (H'+4R) =H-HyRH

as 0 —iacssfy
= 0 bs —Lbesty
4 i 2.5
0 —%bcs v cs+ iKec 8%

the weight including the correction (138) is:
exp (— (" (AX + MX (0)) H' (AX + MX (0))) —v ("X (0))(Rs — (("M) (2R2 — R1))) X (0))
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This result can also be studied in terms of trajectories. Actually, in (138) a term is added to the initial action. It

has the form:
1 (t (/0 (X(v))dv)) M (/0 (X(u))du>
— (1 ([Tecopan) )ar ([ e wpan)

and the correction to the dynamic equations due to the agents interaction is:

j—;X +H((H M- (" (H 'M)))) %X — ((H("M)H'M)) X —yM (/0 (X (u))du) =0 (140)

We can approximate M ([ (X (u)) du) with its mean path approximation, so that (140) rewrites:

2
%X +H((H'M - ("(H'M)))) d%X —((H("M)H 'M) +~vHM) X —yHM:X (0) =0 (141)
with
v 0 0 0 is 0 0
M </ (X (u))du) = vl 00 1 587 1s -5 K | AX +5X(0)
0 010 0 0 1s
0 0 0 0 0 0
= v 0 0 is X (s)+~ 0 0 1s X (0)
%52 %5 —%K552 —1—1252 %s %Kss2
= MX (8 + Mo X (0)
To find the solution of (142), we first consider:
2
%X +H((H'M-("(H'M)))) d%x ~((H(M)H'M)+~yHM;) X =0 (142)

and proceed as for (136). We look for a solution of (142) of the form:
exp (Ns)(l + N (s))

so that N (s) satisfies:

%]\Af (s)+ QN%N(S) +exp(—Ns)H (H_IM (' (H_lM))) exp (Ns) %N(s) —exp(—Ns) HMexp (Ns) =0

whose expanded form in our order of approximation is:

P2 0 0 0 d -
0 = v—=—=N(s)+y| -B8s+1 0 —K°—K°sa | —N(s)
ds? ds
0 0 0
0 0 0
—y %Kics3 LKecs? %bs
—2cs les 2 Kecs®

&2 0 0 0 d - 0 0 0
—N(@)+ | -1 0 K° | =N(s)— S Kees® —1K®cs® ibs
ds 0 0 O ds — 5 cs? les 5 K¢cs?
12 2 12
0 0 0
\ £ ,.b 3 e c 2e 5 3
N(s)=| zK°cs® —ZKcs K= +4112bs
—12—468 Les® ﬁKgcs



The equation (142) can then be solved in the following way. We first solve
2
%X +H((H'M - ("(H'M)))) d%X — ((H("M)H'M +~yHN) +yHM;) X =0

as before by setting X = exp (Ns)(l +~N (s)) Y (s) and Y (s) satisfies:
2
Ty rrly —o

ds? ds
with:

L = (1 —4N (s)) exp (—Ns) (H(H'M — (* (H"'M)))) exp (Ns)(l + N (s))
. d .
+2 (1 — N (s)) exp (—Ns) = (exp (Ns)(l + N (s)))
0 0 0
= 7—72K5034'y —sB+1 %Kacs?"y —K*® — K°sa — 7—72K2Ecs47
3 1 4
—55C877 0 K csy
—a—pf 0 0
+2 iKscs‘*'y -1 —%Kscs?”y —a K+ ibs2’y + %61(250547
ﬁcfﬁzw — 1—180337 iCSQV %Kgcs:ay
—2a— 20 0 0
%Kscs47 —-sf—1 —2a-— %Kscs3'y K+ %bsQ'y — Ksa+ 3—16[(250547
%CSSBQ’V — 3—766537 les?y %K";cs?"y
w —2a — 24 0 0
/L (u)du = / %Kacs‘l'y —sB—1 —2a—3K%s®y K°+ 1bs’y — K°sa+ %K%cs‘lv ds
0 %cssﬁzfy — 3—760537 %0527 %Kscsg’*y
—2u (a+ B) 0 0
= %Kgcusfy — %uQ,B —u  —2ua — 4%[(561/17 Kfu — %K6u2a + %bugfy + ﬁK%cuiy
47;,26'“ B8y — ﬁcu‘lw écudy EZKEcu‘ly
As a consequence:
exp <— / L (u) du)
100 —2u(a+B) 0 0
13K°cu® 1,2 5K%cu’ Keu?a bu’ K2 cu®
0 1 0 ) —| T ) —auh-u —2ua—""og Kfu— 5502 4 260 4 S
cu Tcu 7TK€cu
0 01 4:52 * e geu’y T
. —2u(a + B) 0 0 2
—|—§ B Kcu’y— JuPB—u  —2uc— %Kscu‘l’y Kou— KW a+ tbuy + s K*cu’y
@cuﬁﬂzv - ﬁcu‘l’y %cu ~ ﬁKEC’Lﬁ’Y
and then:
Y (u) B+(/exp(f/L(u)du))A
s(sa+sB+1) 0 0
= By | Dl o) s+slat Kooty —KL o Kfe_ b Kalh g
_csPy csty s+ K%cs®y
144 21 144
which leads to the solution of (142):

X (u) = exp (Nu)(l + AN (u))(B + </ exp (7/L (u) du)) A)
Given that:
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exp (Nu)(l +~N (u))

1-s(B+aw) 0 0
= s(s(a—i—g)—l) 1 - sa Kss(l—%s)
0 0 1
1 0 O 0 0 0
1 5 3 4 c pe2 5, 133
X 01 0 |+~ %Igsci 74—81K53cs *mfg Es€+4ﬁbs
0 0 1 —142CS 15CS K cs
1—3s8—sa 0 0
= s2a—s+5525— ﬁKSCS‘S’}/ ﬁKecs‘l’y—sa—l—l K®s — %K532a+%b537+%l{2€cs5’y
—ﬁcs vy %0537 ﬁKEcs‘l'y +1
exp (Nu)(l + 4N (u)) (/ exp (—/L (u) du)>
s 0 0
= és:}a — %32 — ﬁangcsf}'y s+ %Kacs‘r)'y %Kgs2 — éKss?’a + ibs4'y + TE’OKQECSGW
0 ics ot s

we have ultimately the general solution of (142):

X (u) = exp (Nu)(l + N (u))(B + (/ exp (f/L(u) du)) A)
1—3s8— sa 0 0
= s%c—s—i—%szﬁ— Fllescs‘r’fy 4—18Kecs4'y—sa+1 K®s — %KESQa—l—%bsg'y—i—%K%cf'y B
—%405 vy %CSS’Y ﬁKECSAL’Y +1
s 0 0
+ %5304 — %52 — ﬁKgcsﬁfy s+ 61—0K€cs5'y %KESQ — %K553a + ibs‘lw + 1%OKZECSG'Y A

14
57687y s

Then, adding the particular solution of (141):

d? - - d -
JaX A H ((H'M = (" (H'M)))) =X = ((H ("M) H™'M) +yHM) X —yHM>X (0) =0
which is:
0 0 0
X (s) =7 0 0 +bs® | X (0)
1.4 1.3 K°_ 4
—TiaCs"  15C8°  1gaCS
we obtain the a full solution of (141):
1—s8—sa 0 0
X(s) = sfa—s+3s°B— KEIZZS"’ %—sa—i—l Kss—%K552a+%bs3’y+% B (143)
CS4 €
—Ses Sesy oK es'y+1
s 0 0
1.3 1.2 7K csS Kcs® K&s? K&s3a bst 3K cst
+| 65— 38 — T st 4607 s ottt T |4
0 .
0 0 0
i 10 4 1 0 3 Ii%bsi X0
—1iiCs"  15C8°  1qCs

Several types of initial conditions are possible. The most relevant will be to chose X (0) and X (0) as initial
conditions, one finds A by writing:

) —a—p08 0 0
A=X(0)— -1 —a K° | X(0)
0 0 0
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Inserting this result in (143) leads ultimately to:

1 0 0
X (s) = 1%+ =L Koesy éKgcs‘l’y +1 b’y — 1K s’a+ 5 K* s>y | X (0)
0 écvsg’ 1
s 0 0 )
+ és3a — %.92 — TZOKECS67 s+ %Kacsiy %Kss2 - éKESSa + ibs‘lv + %K%csﬁ'y X (0)
0 ﬁcs ¥ s

Then, replacing b and ¢ by their values, and v by ﬁ, so that + is dimensionless, and noting that X (0) = B, yields
the result stated in the text and the deviation to this trajectory due to the interaction term, with the same initial
conditions, is thus:

0 0 0
6X(s) = | 45Kes® LKcs' 1bs®+ SK*es® | X (0)
0 %cs?’ 0
0 0 0
+ —ﬁ[(scs6 %Kecs5 ibs4 + %chs(3 X (0)
0 Les 0

Case 3: 2 Agents interaction via 4 points Green function

The field theoretic context allows also to study the impact of one type of agent on an other. Consider the transition
functions, for two agents, without interaction. The probability of transition between (K1,C1, A1), and (K1, Ch, Al)f
for the first one, and (K2, C2, Az2), and (K2, Cs, Ag)f for the second one, is:

G (K1, €1, Av), (K, Ca, Az), (K1, G, Av) (K2, Ca, Aa) )
= G ((KlychAl)i , (K2, Ca, A2),, s) G ((K1,01,A1)f , (Ko, C’Q,Az)f ,s)
An application of the Wick theorem to the field interaction term:
g/qﬁ (K1, Cy, A) U (K, Ca, As) {As Ky + Ay Kz} U (Ky,Ci, Ar) U (Ka, Ca, As)
leads directly to a correction, on Green function Laplace transform:

/WG ((KlvchAl)i’(KlaclvAl)’mi)G((K1701’A1)7(K17017A1)f7mi)
X {A2K1 + A1K2}
XG (K2, C2, Az), , (K, C2, Az) ,mi) G ((Ka, Ca, Az) , (K3, Ca, Az) ;i)

= /yc: ((X1),, X1,m:) G (Xl,(Xl)f m) {(X1) MX5} G ((Xa),, Xa,ms) G (XQ,(Xz)f m)

and in time representation:

’Y/G ((X1);, X1 (s1) 1) G (Xl (51),(X1)s,8— 51)
x {(*X1 (s1)) M X2 (52)} G ((X2);, X2 (s2),52) G (X2 (s2),(X2), 5 — 32) ds1dss
= 7/<(tX1 (51)) MXo (82)> ds1dso
where the expectation is taken for path X (s1) starting from (Ki,Ch, Ar); and ending at (Ki,C1, A1), and path

X (s2) starting from (K3, Ca, A2), and ending at (Ko, Cs, Az)f. Given our assumptions about the parameters, we can,
as in the previous paragraph, approximate these paths by their average values to the zeroth order in the parameters:

0 a=u 0 0

0 S
Xiw=| £-w * —£K(-w | X+ [ 246w =* EEE-w | X0
0 0 u 0 0 s—u
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so that:

|
O»—A‘,_,wh—-
mcn I

|
wo;—t o

al-
¥ N o

o

o

>

—

(=)

=

AX; + sX; (0)

with X; = %

’y/<(tX1 (81)) MXQ( )>d51d52
0 0 48 0 0
= y(AX)l 0 0 35° AX1+7("X20)[ 0 0 s | X1(0)
2—1483 %32 —%Kgs‘?’ 0 s2 0
0 0 5s° 0 0 0
+y(fAX2)| 0 0 1s° X1(0) +~ (*X2(0)) 0 0 1s° AXy
0 1s2 —LK&s* L L2 LKes?
2 12 12 2 12
0 0 0 ¢ 00 s
_ - AX: 6 _
= (X)) 0 0 & X1+W(2 2) 0 0 0 Xi
0 s 0 0 0 —iK°s’
0 0 0
_ AX
+('X)[ 0 o0 0 21
3 €
%s 0 éK s3

This term modifies the 4 points Green function to an interaction Green function G:
G’y ((Kh Cla Al)l 3 (K2> 027 AQ),L ) (K17 Cl>A1)f ) (K27 CQvAQ)f)
= G ((Kl, C1, A1), , (K2, C2, A2),, (K1, C1, Av) g, (K2, Co, Az)f) exp <—’y /<(tX1 (51)) M X2 (s2)) dsldsz)

In terms of trajectory, this means that the deviation of Xi (s) due to X5 (s2) is given by ~ [ M Xa (s2) dsa (and the
deviation for X» (s) is vH [ M X1 (s1)ds1). Given (144), one has:

. 0 0 0 Ax 0 0 0
VHM/ Xo (u)du =~ 0 0 0 22+7 0 0 bs | Xy
0 Leg3 0 Loges® 0 ¢cs O
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